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PREFACE 
 
It is our pleasure to welcome all participants of the 2nd International Conference on 
Computational and Mathematical Biomedical Engineering (CMBE11) to George Mason 
University. This is the second in the series, after a successful first meeting that was held 
at Swansea University, UK in 2009. The increased number of abstracts received for 
CMBE11 clearly shows a great deal of interest in this area. In order to maintain a very 
high quality, the number of standard presentations in CMBE11 is limited to a maximum 
of 120. We are hoping to maintain a similar number of presentations in the future 
conferences by introducing a more rigorous review process. It is encouraging to learn that 
this conference represents an interdisciplinary forum of scientists with expertise ranging 
from imaging to CFD, from algorithmic developments to clinical applications and from 
respiratory flows to protein mechanics. We hope that the interaction between scientists 
during the conference leads to new topics of research and new collaborations.  
 
CMBE11 consists of three plenary lectures nine keynotes, ten organized mini-symposia 
and eight standard sessions. We anticipate that some of the presentations will be 
published in the ‘International Journal for Numerical Methods in Biomedical 
Engineering’.  
 
We thank CMBE11 sponsors, supporters, mini-symposium organizers, executive, 
scientific and local committee members for their support. 
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SUMMARY 
 
While classic CT theory is for exact reconstruction of a whole cross-section or an entire object, 
real-world applications often focus on smaller regions of interest (ROIs). The long-standing 
“interior problem” is to reconstruct an internal ROI only from truncated projections associated 
with x-rays through the ROI. In 2007, mathematical analysis and numerical results were 
published demonstrating that the interior problem can be solved in an exact and stable fashion if a 
subregion in the ROI is known. Such knowledge of a subregion is often available in practice; for 
example, the x-ray linear attenuation coefficients of air, water, blood, or other calibrated 
structures. Even without exact subregion knowledge, it was recently shown that interior 
tomography could still be exactly performed via compressive sensing. In this presentation, I will 
discuss the principles and implications of interior tomography to minimize radiation dose, handle 
large objects, improve temporal resolution, and be extended into other imaging modalities such as 
MRI, SPECT, and electron tomography. 
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SUMMARY 

 
Mathematical modeling and computer simulation have proved tremendously successful in 
engineering. Computational mechanics has enabled technological developments in 
virtually every area of our lives. One of the greatest challenges for mechanists is to 
extend the success of computational mechanics to fields outside traditional engineering, 
in particular to biology, biomedical sciences, and medicine (Oden et al., 2003). By 
extending the surgeon’s ability to plan and carry out surgical interventions more 
accurately and with less trauma, Computer-Integrated Surgery (CIS) systems could help 
to improve clinical outcomes and the efficiency of health care delivery. CIS systems 
could have a similar impact on surgery to that long since realized in Computer-Integrated 
Manufacturing (CIM).  
 

However, before this vision can be realized the following two challenges must be 
met:  

 
Challenge 1. Real-time (or near-real-time) computations. 
Rationale: In surgical simulation interactive (haptic) rates (i.e. at least 500 Hz) are 
necessary for force and tactile feedback delivery. In intra-operative image registration 
one needs to provide a surgeon with updated images in less than 40 seconds. To achieve 
these, highly non-linear models with ca. 50 - 100 thousand degrees of freedom must be 
solved in close-to-real-time on commodity computing hardware.  
 
Challenge 2. Efficient generation of computational grids from medical images of human 
organs. 
Rationale: In clinical workflow 3D images (e.g. magnetic resonance images) are 
acquired.  In order for biomechanical computations to be practical, a computational grid 
must be obtained from these images (semi-)automatically and rapidly.  
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At Intelligent Systems for Medicine Laboratory we have addressed Challenge 1 
by developing Total Lagrangian Explicit Dynamics finite element and meshless 
algorithms and implementing them on Graphics Processing Units [2, 3, 4, 5]. 

We are also addressing Challenge 2 by developing a concept of “an image as a 
computational model”. We discretize the entire image volume with the cloud of points for 
the solution interpolation, insert an underlying regular cubic grid for volumetric 
integration and assign mechanical properties to integration cells based on probabilistic 
tissue classification algorithms. This approach leads to almost instantaneous 
computational model generation. 
 We have successfully applied the techniques mentioned above to modeling brain 
deformations during surgery and intra-operative neuroimage registration, Figure 1.  
 

   
 
Figure 1. An example demonstrating the accuracy of the modeling and simulation 
techniques: the predicted contours of a brain tumor (blue) and ventricles (white) are 
overlaid on the MR images taken during surgery. Intraoperative images courtesy of CRL, 
Harvard.  
 
Key Words: computational biomechanics, brain, finite element method, meshless methods, 
graphics processing unit. 
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ABSTRACT 

 
Nearly half a century has passed since the first modern hemodynamic hypotheses of vascular 
disease were framed [1]. More than a quarter of a century has passed since engineering 
experiments confirmed direct links between hemodynamic forces and vascular pathology [2]. 
And well over a decade has passed since image-based computational fluid dynamics (CFD) was 
introduced as a means of bringing hemodynamic knowledge from bench to bedside [3]. Yet, 
despite the fact that hemodynamic disturbances are almost universally acknowledged to play a 
central role in vascular (patho)physiology, clinical decision-making still rarely incorporates this 
knowledge in a systematic way.  Reasons for this were neatly summarized by Lieber et al. [4]: 

Clinical acceptance of new methodologies and tools depends on criteria that are 
usually not observed in developing engineering concepts: they need to be 
relatively uncomplicated, fast (no lengthy offline analysis), quantitative 
(‘threshold mentality’), and economically affordable. Widespread acceptance 
also hinges on successful clinical trials proving efficacy and safety for the patient 
and physician (evidence-based medicine). 

In this presentation I will discuss our experiences and efforts in confronting these clinical 
realities. For example, “virtual imaging” – recognizing and exploiting clinical visual vocabularies 
– has proven to be a useful adjunct to our usual engineering visualization conventions. Our 
software tools, crafted by engineers for engineers, can be intimidating or inscrutable when 
presented to a clinical audience, which only serves to widen rather than bridge the gap between 
the bench and the clinic. Most important, we have come to appreciate that our engineering models 
may be relied upon in a qualitative, but not necessarily quantitative sense. As a result, we can 
(and should) be willing to sacrifice accuracy for efficacy in the same way that clinicians must 
balance the desire for sensitivity and specificity with practicalities of obtaining it. 
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SUMMARY 

The fundamental challenge in the study of nanodevices in biotechnology and drug delivery stems 
from the fact that the basic mechanisms of the devices involve mechanics and materials at 
multiple length scale.  Most of the nanodevices that are typically in the centimeter scale or above 
are developed using nanoparticles with a size scale in the nanometer scale. In this talk, we will 
discuss our studies on multiscale analysis of two types of nanodevices - one being used as DNA 
detector and the other as cancer therapeutic delivery. In nanoparticle based DNA detection 
devices, nanoparticle concentration is crucial for disease diagnosis and drug discovery. The major 
challenge for such concentration is in the low abundance of nanoparticles.  For example, to 
concentrate DNA from sample mixture, current methods involve microfiltration and 
centrifugation. DNA is then extracted and amplified by Polymerase Chain Reaction (PCR) for 
detection. However, these methods are inefficient, cumbersome and time consuming. To 
overcome this challenge, we are designing a concentration tool composed of the nanotips that are 
similar to nanoparticles in size. On the other hand, a broad range of materials have been explored 
as candidates for the imagery/diagnosis and therapeutic release towards cancer. The development 
of a platform approach towards rationally designed nanocarbon-enabled imagery and drug 
delivery that is broadly applicable would then generate an important advance towards material-
driven enhancements in therapy. In this talk, we first described various nanocarbon-materials for 
therapeutic and diagnostic applications. We will then demonstrate that nanodiamonds (NDs) 
represent as one of the most promising candidate materials as they have much higher potential for 
mass production, yet still possess properties common to nanotubes and bucky balls such as the 
ultrahigh surface-to-volume ratio. Then, we outline an experimentally validated and nansocale 
science based simulation technique for the development of ND-enabled drug delivery system 
capable of performing both therapeutics and diagnostics functions. We will exclusively focus our 
quantitative analysis of pH-dependent interactions between doxorubicin hydrochloride (DOX) 
cancer therapeutic and faceted nanodiamond (ND) nanoparticle carriers using a constant-pH 
molecular dynamics simulation approach. 
 
Key Words: constant pH MD simulation, doxorubicin, nanodiamond, multiscale analysis, 
uncertainty quantification techniques, nanodevices, medicine. 
 

1. INTRODUCTION 
1.1 Nanodevices for DNA detection 

A critical challenge in the field of medicine is to develop a low cost sensor competent of detecting 
specific bacterial pathogens via a precise deoxyribonucleic acid (DNA) sequence. In order to 
identify such biological agents in a patient’s blood or other bodily fluids at the onset of infection, 
detection of specific pathogen genomic DNA is considered a reliable approach. Current 
techniques involving multiplex DNA/RNA detection arrays or immunoassays [1] require 
cumbersome sample preparation, aggressive nucleic acid amplification protocols and must be 
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operated by trained personnel. The goal of this work is to develop a unique simulation tool that 
will help guide the design of the device, characterize its fundamental mechanisms at the 
nanometer scale and optimize distinct parameters for its high sensitivity throughput. 
 
1.2 Nanodevices for Drug delivery  
It has been demonstrated from recent studies that nanodiamonds (NDs) based nano-devices have 
tremendous potential as drug carriers due to their exceptional biocompatibility and unique surface 
properties (5-10). Understanding the fundamental mechanism of ND-based drug delivery is a 
major challenge because of multiple length scale involved in the delivery process, and the goal of 
our current research is to develop a multiscale modeling technique to understand the fundamental 
mechanism of a ND-based cancer therapeutic drug delivery system.  The major components of 
the proposed device include nanodiamonds (ND), parylene buffer layer and doxorubicin (DOX) 
drugs, where DOX loaded self-assembled nanodiamonds are packed inside parylene capsule. In 
this work, we have employed a constant-pH molecular dynamics simulation approach to provide 
a quantitative analysis of pH-dependent interactions between doxorubicin hydrochloride (DOX) 
cancer therapeutic and faceted nanodiamond (ND) nanoparticle carriers.  
 

2. MAIN BODY 
2.1 DNA detection  
An electric field is used to concentrate target DNA molecules in the vicinity of a nanotip where 
probe molecules are immobilized. However, submicron particle manipulation requires very high 
field strengths resulting in AC electroosmosis and possible deterioration of biomolecules [2]. Our 
primary aim is to increase the local density of target DNA molecules and the molecular flux at the 
nanotip in a large volume of 10µL-1mL. This is accomplished by controlling the frequency and 
amplitude of an AC electric field, the conductivity of the suspending medium, sample size, 
nanotip and counter electrode geometry.  A simulation based modelling is used to predict 
electrohydrodynamics and the dominant electrokinetic forces at the nanometer scale while 
varying the aforementioned conditions. In this study, the immersed finite element method is 
extended by coupling it with various multiphysics features [3,4].  
 

 
(a)                                                                     (b) 

 
Figure 1. (a) Enrichment system using a nanotip where circulatory flow is generated on a nanotip 
surface by electroosmosis and attraction is conducted by dielectrophoresis. Binding is determined 
by probe molecules that are immobilized on a nanotip surface. (b) Vrms of 3.54 at 5MHz is 
prescribed across the nanotip and the coil. Max electric field is located just below the nanotip. 
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As depicted in Figure 1(b), maximum electric field is present just below the apex of the nanotip. 
Our calculations suggest that the maximum DEP force that is exerted on a DNA molecule within 
the vicinity of the nanotip is on the order of 1nN. However, couple microns away from the 
nanotip, the magnitude of the DEP force exerted on a DNA molecule drops exponentially to 
under 1pN. Hence, the DEP force is dominant close to the nanotip while forces such as those due 
to the average motion of the suspended medium caused by thermal fluctuations, i.e. Brownian 
forces, become important couple microns away from the nanotip. 
 
2.1 ND-DOX Interaction 

Here we have adopted a constant pH Molecular Dynamics Simulation (CpHMD) (11) 
technique to explore the pH dependent interactions between DOX and ND. As shown in Fig. 2, 
this model consists of 8 truncated octahedral ND with a diameter of 3.5nm plus several DOX 
molecules, counterions and water molecules. The properties of the surface carbon atoms are 
modified to reflect functionalization whose properties are only poorly known. MD simulations at 
various pH levels have been performed for pH in the range from 6 to 11 with an interval of 0.5. In 
Fig. 3, MD simulation results for the number of drug adsorption per ND are plotted versus pH and 
have been compared with experimental results (6). We consider a DOX molecule to be bound to 
the ND surface when the amino group of the DOX maintains a Van der Waals separation distance 
(<~3.5 nm) from the ND. It can be observed that presence of 30% and 20% functional groups on 
ND surface has yielded similar results. For the 10% functional group case, the trend in results 
with respect to pH variation remain the same but the total number of DOX binding on ND surface 
is seen to be reduced substantially.   

 

 

 
 
 
 
 
 
 
 

(a)                         (b) 
 
Figure 2: Representative final MD snapshots for the DOX-ND interaction simulation at different 
pH level: (a) large model with 8 NDs and 208 DOX in the solvent.  
 

 
Figure 3: pH dependent DOX-ND binding capacity. “S” and “L” represents smaller MD model 

and larger MD model, respectively. 
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3. CONCLUSIONS 
In order to achieve optimum device sensitivity for large sample volumes, it is imperative to 
understand the underlying forces present at the nanoscale. Forces of interest include DEP force, 
forces due to Brownian motion and forces due to DNA particle-particle interaction. The 
immersed molecular electrokinetic finite element method is currently being implemented that will 
help guide the design of the device, characterize its fundamental mechanisms at the nanometer 
scale and optimize distinct parameters for its high sensitivity throughput. 
 
The effect of pH on the ND-DOX interactions has been investigated. Some discrepancies between 
experiment and simulation have been observed and can be attributed to several factors including 
improper surface charge distribution and pKa of ND, DOX concentration, ND surface groups etc.   
Nevertheless, our study clearly suggests that pH is a critical factor to DOX interaction with ND.  
This work paves the way for the continued and optimized development of a pH controlled drug 
delivery method using NDs carriers (5,6).  
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SUMMARY 
 
The loss of cardiac pump function accounts for a significant increase in both mortality and 
morbidity in western society. There is currently a 1 in 4 lifetime risk of cardiac disease and an 
acceleration of the costs associated with acute and long-term hospital treatments. The significance 
of this disease has motivated the application of state of the art clinical imaging techniques to aid 
diagnosis and clinical planning. Measurements of cardiac function currently provide high-
resolution data sets for characterizing cardiac patients. However, the clinical practice of using 
population-based metrics derived from separate image sets often indicates contradictory treatment 
plans due to inter-individual variability in pathophysiology. To address this issue the goal of our 
work, demonstrated in this study through three specific clinical applications, is to integrate 
multiple types of functional data into a consistent framework using multi-scale computational 
modelling.  
 
Key Words: Multi-Physics, Multi-scale, Cardiac Modelling. 
 
1. INTRODUCTION 
Cardiovascular disease (CVD) is a highly significant contributor to loss of quality and quantity of 
life [1]. It is most commonly a consequence of diseases such as coronary artery disease (CAD), 
congestive heart failure (HF), and cardiac arrhythmias. Thus the early detection and prediction of 
the progression of CVD are key requirements towards improved treatment and hence a reduction 
in mortality and morbidity. 
 
The diversity and quantity of currently available imaging data, including measurements of cardiac 
wall motion, chamber flow patterns, coronary perfusion and electrical mapping, presents a 
significant opportunity to improve clinical care of CVD. However, despite imaging advances, 
determining optimal treatment strategies for CVD patients remains problematic. To exploit the 
full value of imaging technologies, and the combined information content they produce, requires 
the ability to integrate multiple types of anatomical and functional data into a consistent 
framework.  
 
2. MAIN BODY 
An exciting and highly promising strategy for contributing to this integration is through the 
personalisation of bio-physically based mathematical models. The development of such models 
presents the ability to capture the complex and multi-factorial cause and effect relationships 
which link underlying pathophysiological mechanisms. This in turn provides the capacity to 
derive parameters that are not directly observable but play a key mechanistic role in the disease 
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process (for example tissue stress and measures of pump efficiency) to assist treatment decisions. 
Across international efforts to develop these types of models the heart is arguably one of the most 
advanced current examples of an integrated organ model. As such it represents an excellent organ 
system with which to demonstrate the translation of models to clinical application. Specifically, 
detailed anatomical finite element based models of the heart now accurately represent both 
cardiac anatomy and detailed microstructure. These mathematical descriptions serve as spatial 
frameworks for embedding functional cellular models of electrical activation, and the resultant 
tension generation which produces cardiac contraction. These cell and organ components have 
been combined through the application of continuum equations to simulate whole organ cardiac 
electro-mechanics, perfusion and ventricular fluid dynamics in a number of clinical contexts: 
 
Cardiac Electro-mechanics: Cardiac resynchronisation therapy (CRT) has emerged as one of 
the few effective and safe treatments for HF. Identifying patients that will benefit from CRT 
remains controversial and this situation is exacerbated by the cost and invasiveness of the 
procedure. To address this issue a biophysically-based patient-specific coupled electromechanics 
heart model has been developed, which links the cellular and sub-cellular mechanisms that 
regulate cardiac function to the whole organ function observed clinically before and after CRT 
[2]. The model integrates diagnostic data from ECG, left ventricle (LV) pressure catheter, cine 
MRI, late enhancement MRI and electrical activation maps (see figure 1) collected from a 
specific individual into a consistent quantitative framework. Anatomy, electrical and mechanical 
function have been validated against MRI derived deformation patterns at baseline, and against 
EnSite maps and pressure catheter data collected under paced conditions. A sensitivity analysis of 
the model has identified the length-dependence of tension as a significant contributor to the 
efficacy of CRT. Further simulation analysis using simulations packages CARP1 and Cmiss2 has 
demonstrated that in the whole heart, length-dependent tension development in the sarcomere is 
key not only for the beat-to-beat regulation of stroke volume (Frank-Starling mechanism) but also 
the homogenisation of tension development and strain. The model has identified that in 
individuals with effective Frank-Starling mechanism the length dependence of tension facilitates 
the homogenisation of stress and strain. This can result in synchronous contraction despite 
asynchronous electrical activation. Thus, in individuals with effective Frank-Starling mechanism 
of tension, we are able to conclude that the synchronising electrical activation through CRT may 
have minimal benefit.  
 

 
 
 

                                                 
1 http://carp.meduni-graz.at/ 
2 http://www.cmiss.org/ 

Figure 1: Ensite LV 
endocardial geometry  and 
activation map for sinus 
rhythm (solid surface) with 
MRI geometry (transparent 
mesh surface) overlaid (top).  
LV endocardial activations 
times from 3D whole heart 
simulation with fitted 
conductivities (bottom). 
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Modelling Coronary Perfusion: 
Like HF, CAD is also a major cause of mortality, but again, despite its significance, the 
determination of optimal clinical diagnosis and treatment strategies for CAD patients remains 
problematic. Exacerbated by the high risk of the disease, and the difficulty in excluding it, the 
clinical problem is tangibly demonstrated by the large number of patients who currently 
unnecessarily undergo invasive angiography and achieve negative results.  
The numerical simulation of coronary perfusion thus has the potential to play a vital role in 
advancing the understanding of important aspects of coronary heart disease and improving 
treatment. However, the simulation of this phenomenon has to overcome several major challenges. 
To date, it has been very difficult to obtain accurate anatomical information of the human 
coronary vascular network ranging from the millimeter to the micrometer scale. But even if one 
had exact anatomical information available in so much detail, simulating blood flow on such a 
vast vascular tree would be prohibitive in terms of computational complexity. Moreover, the 
interaction between blood flow and tissue mechanics requires the accurate coupling of those 
different types of physics [3].  
 
To address these challenges, we have modelled blood flow through the microscopic vasculature 
as a porous media flow. The solid constituent, on the other hand, is modelled using the theory of 
finite elasticity, in order to address the large strain deformation the cardiac muscle experiences. 
This results in a volume-coupled model where Darcy flow and finite elasticity co-exist on the 
same homogenised domain while the coupling is expressed through conditions characterising the 
respective material laws and constitutive relations. Figure 2 demonstrates that the Darcy flow 
model can be solved on a realistic left ventricle geometry undergoing physically meaningful 
deformations. 

 
Figure 2: Numerical solution of the Darcy problem with deformation-dependent material 
properties under prescribed geometry movement and homogeneous Neumann boundary 
conditions. Snapshots at times t = 0.18T, t = 0.45T, t = 0.73T and t = 0.91T with T the period of 
the heart cycle. Velocity vectors are coloured by the magnitude of the x-velocity. Velocity vectors 
are absolute velocities and, therefore, not relative to the motion of the heart. 
 
Ongoing work is focused on the application of these models to quantitatively link the measured 
contrast agent transport to myocardial contraction, epicardial and microcirculatory coronary 
perfusion.  
 
Fluid Structure Interaction: Hypo-plastic left heart is a condition that affects 4–5 children out 
of 10,000 births and poses a serious threat to life, requiring immediate surgical treatment in the 
majority of the cases. Hypo-plastic left heart patients rely solely on the right ventricle as a motor 
for the systemic and the pulmonary circulation, the left one being atrophied or underdeveloped. 
To assist the surgeon in planning the intervention, we are using biophysical simulations [4] to 
assess diastolic dysfunction through the analysis of pressure gradients and myocardial relaxation 
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(Figure 3). In the rapid filling phase (early diastole), the annular velocity during the ventricle 
elongation, e’, is recorded as well as the velocity of the inflow at the inlet valve, E. Previous 
studies in the literature have demonstrated that the ratio E/e’ is an important clinical parameter to 
predict the filling pressures and to highlight diastolic abnormalities. The flow propagation and 
vortex formation mechanism is analyzed in the hypo-plastic left heart cases and compared to the 
previous results obtained with patients affected by congenitally corrected transposition of the 
great arteries (CCTGA). Our goal in this work is to use the information provided by the model to 
underpin a clinical trial at the end of the project to test the value of computational metrics for 
selecting patients who will respond to surgical treatment. 

 
Figure 3: The vortex formation in the systemic right ventricle of a patient with hypo-plastic left 
heart. The ring vortex is formed during the peak E wave in proximity of the aortic valve, as 
shown in (a). During the deceleration period it expands and travels axially away from the 
formation region (b). At diastasis (c) the maximum volume expansion is attained on a 
circumferential plane located just below the valve orifices and the two vortices merge into one 
complex swirling structure. No additional vortex pair is observed during the atrial contraction (d), 
unlike in the normal left ventricle filling, where a weak ring vortex appears near to the mitral inlet. 
 
3. CONCLUSIONS 
The results of this work demonstrate the capacity of mathematical models to integrate multiple 
clinical data sets into a consistent framework to facilitate patient treatment. Through this work 
our goal is to support a paradigm shift away from predefined clinical indices determining 
treatment options and a move towards true personalisation of care based on an individual’s 
specific physiology. 
 

REFERENCES 
 
[1] Liu, J. L.  Maniadakis, N. et al. , The economic burden of coronary heart disease in 
the UK. Heart 88(6): 597-603,2002 
[2] Niederer S.A., Plank G., Chinchapatnam P., Ginks M., Lamata P., Rhode K.S., 
Rinaldi C.A., Razavi R., Smith N.P. Length-Dependent Tension in the Failing Heart and 
the Efficacy of Cardiac Resynchronisation Therapy, Cardiovascular Reserach (accepted), 
2010.  
[3] Lee J., Niederer S.A., Nordsletten D.A., Smith N.P. Coupling Contraction, Excitation, 
Ventricular and Coronary Blood Flow across scale and physics in the Heart, Phil. Trans. 
2009,367, 2311-2331, 2009 
[4] Nordsletten D. A., Niederer S. A., Nash M. P., Hunter P. J., Smith N. P. Coupling 
Multi-Physics Models to Cardiac Mechanics, Prog. Bio. Phys. Mol. Bio. (in press), 2010 
 

    
a) b) c) d) 

14



2nd International Conference on Mathematical and Computational Biomedical Engineering - CMBE2011

March 30 - April 1, 2011, Washington D.C, USA

P. Nithiarasu and R. Löhner (Eds.)
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SUMMARY

Intracranial aneurysms (IAs) are saccular abnormalities of cerebral arterial walls that can rupture,
leading to subarachnoid hemorrhage with an associated high rate of morbidity and mortality. It is
therefore desirable to identify and treat high risk lesions prior to rupture. It is generally agreed that
hemodynamics play a critical role in the development, progression and rupture of IAs. However,
the determination of which mechanical stimuli are important and their role in the various stages
of aneurysm evolution remains elusive. This poor understanding of the disease process limits
treatment planning and the development of pharmaceutical therapies. This is in sharp contrast to
diseases such as such as atherosclerosis in which detailed knowledge of the pathobiology has led
to development of preventative treatment strategies using statins.

Animal models provide a mechanism for fundamental studies of disease pathophysiology and
have been heavily used in studies of atherosclerosis. Ideally, these animal models would mimic
the anatomy, physiology, biology, and response to therapy of human aneurysms during all stages
of the disease. However, cerebral aneurysms have not been shown to occur naturally in animals.
Therefore, the relevance of the animal model to human IAs must be carefully established. In
this talk, we consider an elastase induced aneurysm model in rabbits (EIAR) and discuss how
computational fluid dynamics (CFD) has been used to (i) evaluate its hemodynamic relevance
to cerebral aneurysms in humans, (ii) reconfigure this animal model to extend the range of its
applicability, (iii) enable an assessment of coupling between hemodynamics and wall remodeling.

Key Words: cerebral aneurysm, animal model, hemodynamics, remodeling.

1 The Elastase Induced Aneurysm Model in Rabbits (EIAR)

A number of animal models have been created for studying aneurysm pathogenesis including
those in mice, rats, rabbits, canines, swine and primates. In this work, we consider an elastase
induced, saccular aneurysm model in rabbits that offers some merits such as similarity in size
between parent vessels in the EIAR and those of human IAs, lower cost compared with larger
animal models, ease of imaging and handling as well as a comparable clotting response com-
pared with human IAs [6]. Briefly, the right common carotid artery (RCCA) in New Zealand
white rabbits is exposed and ligated distally and a balloon catheter is advanced to the origin
of the RCCA at the right subclavian artery and used to achieve flow arrest in the RCCA, [1].
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Figure 1: A: 2D angiography of elastase-induced
rabbit aneurysms, left: low AR model; right: high
AR case; B: 3D reconstructed geometric models
of the aneurysm and segments of the peripheral
vasculature.

Porcine elastase is incubated above the inflated
balloon for 20 minutes, after which the balloon is
deflated and catheter system removed. The RCCA
is then ligated at its mid-portion. Dilated, arte-
rial segments thus formed from the stump of the
RCCA, are termed “aneurysms”, Fig. 1A

1.1 Computational Model

Geometric models of the luman surface of the
aneurysm and sections of local vasculature were
generated from 3D reconstruction of animal spe-
cific data obtained from three-dimensional rotational angiography, Fig.1B. Blood flow in the re-
constructed models was simulated based on the unsteady, 3D Navier-Stokes equations, using the
finite element method with ADINA software (64 bit) (ADINA Inc.). Blood was modeled as an in-
compressible linearly viscous fluid with density and viscosity specified as ρ = 1050kg/m3 and µ =
3.5 mPa·s, respectively. The vessel wall was idealized as rigid and the no-slip boundary condition
was applied. Animal specific in vivo doppler measurements in the DPA and LCCA were obtained
using transthoracic duplex doppler ultrasound imaging and provided estimates of the time aver-
aged flow rate at the these locations [12, 10]. A structured hexahedral mesh was used with element
numbers ranged from 40,000 to 60,000 depending on the geometric complexity [10]. CFD anal-
yses were performed for each model for two cardiac cycles using 100 time steps per cycle using
using a 3-GHz dual Xeon processor work station with 8-GB of memory.

A central question in any hemodynamic study is the extent of vasculature to include in the study
so as to avoid needless computational effort without degrading the accuracy of CFD results. In the
EIAR, the aortic arch as well as up-stream and down-stream bifurcations are in close proximity to
the aneurysm cavity, Fig. 1B. In a previous study, the sensitivity of CFD results to the extent of the
vascular domain was shown to vary between the low and high aspect ratio (AR) cases. Based on
these results, in future studies the computational domain for high AR EIAR included the LCCA,
proximal parent artery, DPA and aneurysm while low AR models included this computational
domain and the downstream bifurcation /quadrification structure, [10].

1.2 Relevance of the EIAR to Humans

The EIAR must have geometries representative of human IA, if they are to be useful for study-
ing human IA development and treatment. Further, a large range of geometries are needed if the
EIAR are to be used to test current hypothesis about the role of geometry in aneurysm develop-
ment. Kallmes et al. developed protocols for creating statistically different neck sizes and sac
volumes in the EIAR by adjusting the balloon and ligation positions, respectively, [4, 3]. Using
the new protocols, a wide range of geometries were created in 51 EIAR. The 3D reconstructed ge-
ometries were retrospectively analyzed and compared with published values for human aneurysms
[10]. The neck width, aneurysm height, maximum sac diameter, aneurysm surface area, aneurysm
volume (V) and parent artery diameter (P) were all within the range of reported values for human
IAs. The aspect ratio (AR = H/N), D/H, and BF = D/N [5] were also within reported human limits.

CFD was recently used to assess flow in the pool of 51 EIAR and compared with published re-
sults for human IA [10]. The flow structure could be categorized as Type A flows with a single,
stationary circulation inside the aneurysm sac (n = 33, 65%) and Type B flows with a transient
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secondary circulation in the dome as well as a primary (larger) stationary circulation below this (n
= 18, 35%). Cebral et al. classified the flow in 62 cerebral aneurysms in humans into four types
based on the nature of the inflow jet and the number and stability of vortices in the sac [2]. Flow
types A and B in the EIAR are of types I and III, respectively, corresponding to flow found in 61%
of the IA analyzed in [2]. The Reynolds and Womersley numbers also fall within the human range
[10]. The spatial distributions of wall shear stress (WSS) and oscillatory shear index (OSI ) in and
around the rabbit aneurysm sac were shown to be typical for large groups of human IA [10].

1.3 Aspect Ratio Studies

Clinical studies suggest AR is a useful indicator for assessing IA rupture risk (e.g. [8]). The
importance of AR is hypothesized to arise from the dependence of hemodynamic wall stress on the
geometry of the sac [9]. Using CFD studies, Zeng et al. demonstrated the range and distribution
of AR in the EIAR are suitable for evaluating this conjecture, [10]. Further, flow in the low and
high AR models was shown to be significantly different [10, 11]. Low, transitional and high
AR categories could be defined such that a single circulation was observed in low AR sac and a
transient, slower secondary circulation with an associated separation point was seen in high AR
sacs. This high AR flow environment has been associated with deleterious changes to the wall and
may trigger wall degradation and general mechanical weakening of the aneurysm sac.

1.4 Aneurysm Wall Degradation and Remodeling

The previous work lays the foundation for future applications of the EIAR to studies of the cou-
pling between local intra-aneurysmal hemodynamics and wall structure. In a related work in this
direction, differential gene expression was compared in high and low AR aneurysms in 11 EIAR
[7]. High AR was associated with differential expression of inflammatory/immunomodulatory
genes, structural genes, and genes related to proteolytic enzymes, and extracellular matrix-related
genes. Endothelial cells are present along the intima of the EIAR sacs, but they are more disor-
dered and less uniformly distributed than in control arteries. In ongoing work, wall structure and
histology are being compared in EIAR and human IA walls.

1.5 Extension of the current RCCA EIAR

Though the hemodynamic parameters in the current EIAR all fall within values reported in human
IA, only two out of four flow types identified in [2] are created in the current model. Recently, a
range of new EIAR have been produced and assessed using CFD including a model with a “flow
modulating” arterial venous malformation downstream from the aneurysm cavity that generates
antegrade peri-aneursymal flows. In addition, a bifurcation EIAR was developed by utilizing the
LCCA rather than the RCCA. Using CFD analysis, the intra-aneurysmal flow in the LCCA EIAR
with downstream AVF was found to display a third flow type reported in [2]. The flow displayed
a second stationary circulation pattern and an oscillating impingement region. This flow type is
associated with increased risk of rupture compared with the previous two flow types [2].

2 CONCLUSIONS

An elastase induced aneurysm model in rabbits displays similar geometries and hemodynamic
environments to those seen in humans. CFD analysis has shown that three of the four flow types
identified in human IAs can be created in the EIAR using a previously created RCCA model as
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well as a new high flow LCCA model. A wide range of ARs can be created in the rabbit model.
CFD studies demonstrate distinct flow types in low and high AR models. Flow in the high AR
aneurysms appears to be more deleterious to the wall, displaying larger regions of pathologically
low WSS, elevated OSI than in the low AR sacs. Future studies will be directed at rigorously
assessing wall remodeling and degradation in the EIAR to evaluate its relevance to humans.
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SUMMARY 
We propose a differential geometry based multiscale paradigm for the description and analysis of 
aqueous chemical, biological systems, such as protein complex, molecular motors, ion channels, 
and PEM fuel cells. Our multiscale paradigm provides a macroscopic continuum description of 
the fluid or solvent, a microscopic discrete description of the macromolecule, a differential 
geometric formulation of the micro-macro interface, and a mixed micro-macro description of the 
electrostatic interaction. In the proposed framework, we have derived four types of governing 
equations for different parts of complex systems: fluid dynamics, molecular dynamics, 
electrostatic interactions, and surface dynamics. These four types of governing equations are 
generalized Navier–Stokes equations, Newton’s equations, generalized Poisson or Poisson–
Boltzmann equations, and hypersurface evolution equations. For systems far from equilibrium, 
coupled geometric evolution equations, generalized Navier–Stokes equations, Newton’s 
equations, and Poisson–Nernst–Planck (PNP) equations are formulated. For excessively large 
chemical and biological systems, we replace the expensive molecular dynamics with a 
macroscopic elastic description and develop alternative differential geometry based fluid-electro-
elastic models. 
 
Key Words: Differential geometry based multiscale modeling, Ion channels, Proteins, 
Solvation analysis, Molecular dynamics.   
 
 
1. INTRODUCTION 
Recently, multiscale modeling and multiscale simulation have emerged as powerful approaches in 
physical, biological, mathematical, and engineering sciences. The popularity of these approaches 
is driven by the human curiosity and desire to understand the behavior of complex systems, such 
as complex fluids, turbulent flows, micro-fluidics, solids, interface problems, structure and fluid 
interactions, wave propagation in random media, stochastic processes, and statistically self-
similar problems, to name only a few. In general, multiscale models and methods allow efficient 
descriptions of key elements in a physical phenomenon such that the subsequent simulations are 
feasible with the current computational capability, and the simulation results offer insights to the 
understanding of the phenomenon. The most intriguing and fascinating phenomenon on Earth is 
life. Amazingly, life encompasses over more than twenty orders of magnitude in time scales from 
electron transfer, proton dislocation, on the scale of femtoseconds to organism lifetimes on the 
scale of years; and over ten orders of magnitude in spatial scales from electrons to organisms. 
Since life has so many scales in space and time, biology is subdivided into molecular biology, 
cellular biology, development biology, evolutionary biology, organismic biology, population 
biology, etc., not to mention emerging fields such as systems biology, ecology, and 
bioinformatics. Biology at each scale and level collects enormous amount information which can 
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easily outrace the theory needed to understand it. Quantitative understanding and theoretical 
prediction have emerged as a key discipline in the contemporary biology. Therefore, the 
complexity of life and the need for its understanding present an extraordinary opportunity for 
multiscale modeling and simulation. 

 
Figure 1: Minimal molecular surfaces (MMSs) constructed by geometric flows and their 
application to biomolecular analysis. First row: from left to right, MMSs of diatom, benzene, 
C60 and DNA; Bottom row: from left to right, surface electrostatic potential of protein 1b4l, 
surface electrostatic potential of protein 451c, MMS of nodamura virus (1nov), and MMS of 
toxin pneumolysin virus (2bk1). 

 
 
2. DIFFERENTIAL GEOMETRY BASED MULTISCALE MODELS 
 
Large chemical and biological systems such as fuel cells, ion channels, molecular motors, and 
viruses are of great importance to the scientific community and public health. Typically, these 
complex systems in conjunction with their aquatic environment pose a fabulous challenge to 
theoretical description, simulation, and prediction. In this work, we propose a differential 
geometry based multiscale paradigm to model complex macromolecular systems, and to put 
macroscopic and microscopic descriptions on an equal footing. In our approach, the differential 
geometry theory of surfaces and geometric measure theory are employed as a natural means to 
couple the macroscopic continuum mechanical description of the aquatic environment with the 
microscopic discrete atomistic description of the macromolecule. Multiscale free energy 
functionals, or multiscale action functionals are constructed as a unified framework to derive the 
governing equations for the dynamics of different scales and different descriptions. Two types of 
aqueous macromolecular complexes, ones that are near equilibrium and others that are far from 
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equilibrium, are considered in our formulations. We show that generalized Navier–Stokes 
equations for the fluid dynamics, generalized Poisson equations or generalized Poisson- 
Boltzmann equations for electrostatic interactions, and Newton’s equation for the molecular 
dynamics can be derived by the least action principle. These equations are coupled through the 
continuum-discrete interface whose dynamics is governed by potential driven geometric flows. 
Comparison is given to classical descriptions of the fluid and electrostatic interactions without 
geometric flow basedmicro-macro interfaces. The detailed balance of forces is emphasized in the 
present work. We further extend the proposed multiscale paradigm to micro-macro analysis of 
electrohydrodynamics, electrophoresis, fuel cells, and ion channels.We derive generalized 
Poisson–Nernst–Planck equations that are coupled to generalized Navier–Stokes equations for 
fluid dynamics, Newton’s equation for molecular dynamics, and potential and surface driving 
geometric flows for the micro-macro interface. For excessively large aqueous macromolecular 
complexes in chemistry and biology, we further develop differential geometry based multiscale 
fluid-electro-elastic models to replace the expensive molecular dynamics description with an 
alternative elasticity formulation. 

 
Figure 2, Results of differential geometry based solvation models. Upper left: Convergence 
history of the total energy, volume and area for protein 1ajj; Upper right: Impact of pressure 
to the surface areas indicating the MMS having the smallest surface area for protein 1ajj and 
451C; Lower left: The correlation of electrostatic salvation free energies of 8 proteins 
between the MFCC-CPCM model and our optimized surface model (OSM); Lower right: 
Differences in solvation free energies for 23 proteins between computed with our optimized 
surface model (OSM) and our minimal molecular surface (MMS) model. 
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3. CONCLUSIONS 
This work creates a fundamental paradigm, i.e., a differential geometry based multiscale 
variational framework, to address the aforementioned challenges in implicit solvent models and 
Poisson–Nernst–Planck (PNP) theories. Though these challenges originate from a large number 
of atoms and a variety of interactions in macromolecular systems including the aquatic 
environment, the lack of multiscale models to provide an appropriate description of the solvent 
has led to the current inadequacy in understanding. Utilizing the differential geometry theory of 
surfaces, we formulate a multiscale paradigm that puts the macroscopic description of the solvent 
and the microscopic description of solute on an equal footing. We describe the biomolecule in the 
atomistic detail and describe the transport properties of the solvent with mechanical variables. 
The interface of the macroscopic and microscopic subsystems is naturally described by the 
differential geometry theory of surfaces. We set up new free energy functionals for equilibrium 
analysis and action functionals for non-equilibrium studies of the solvation process. 
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ABSTRACT

Bioreactors simulate the physiological environment required for the development of tissue sub-
stitutes and play an important role in tissue engineering. The bioreactors maintain optimal envi-
ronments for tissue growth by controlling the temperature, pH, and nourishment as in an in-vivo
environment. The major operational difficulty of a bioreactor is maintaining adequate supply of
nourishment to the growing tissue and removal of the waste materials from the scaffold. There-
fore, transfer of nutrients through diffusion from the boundary of the scaffolds limits the size of the
cultured tissue, making it clinically unusable. Hollow fiber membrane bioreactors (HFMB), which
consist of a network of semi-permeable hollow fibers embedded in a porous scaffold, are capable
of overcoming the limitations due to inadequate nutrient transport. In an HFMB the nutrient dif-
fuses through the semi-permeable fiber membrane into the porous scaffold and similarly the waste
materials get transferred into the membrane to be removed at the end of bioreactor. Estimates of
nutrient distributions in HFMB are available primarily for the scaffold region only and does not
consider the fluid-scaffold interactions. In this work, we present a new model for analyzing the
movement of nutrients in a scaffold from the fluid using fluid-biphasic finite element models.

In the first part of this talk, we discuss the finite element framework based on biphasic theory
to study the open fluid domain flow over a porous channel. The model considers open channel-
porous domain as a single continuous domain, with the momentum and mass transfer occurring at
the interface. The nutrient transfer is then studied by incorporating convection-diffusion equations
into the finite element framework. The developed finite element model would be a great tool in
the study of both fluid flows through the porous-open channels as well as optimizing the nutrient
distribution in the HFMB.

In the second part of this talk, a multiscale modeling strategy to estimate the properties of carbon
nanotube polymeric scaffold is discussed. Carbon nanotube polymeric scaffolds for tissue en-
gineering applications have gained attention recently due to the enhanced mechanical properties
of carbon nanotubes. The extremely high mechanical strength of carbon nanotubes is found to
result in a nanofiber capable of withstanding tremendous mechanical stresses. The properties of
these nano-biomaterials can be obtained from various experimental investigations, but a thorough
understanding of the properties and its interactions with the surrounding materials can only be ob-
tained by advanced computational models. The analysis is carried out at the atomistic scale using
MD simulations, and the properties are scaled-up using homogenization schemes. A nonlinear hy-
perelastic material based homogenization is also developed utilizing the experimentally obtained
deformation profile of nanotube systems. The effective property of the nanofiber scaffold is then
incorporated in the finite element model to analyze the influence of the property on the behavior
of HFMB.
Acknowledgement: The authors gratefully acknowledge the support of this research through
Oscar S. Wyatt Endowed Chair funds at Texas A&M University.
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SUMMARY

In the present work a computational model of the entire closed cardiovascular system (CVS) in-
teracting with the autonomic nervous system (ANS) is developed. In this model the arterial tree is
described by a one dimensional model in order to simulate the propagation phenomena that takes
place at the larger arterial vessels. The inflow and outflow locations of this 1D model are coupled
with proper lumped parameter descriptions (0D model) of the remainder part of the circulatory
system. We incorporate the peripheral circulation in arterioles and capillaries by using a 0D 3-
component Windkessel models. In turn, the whole peripheral circulation converges to the venous
system through the upper and lower parts of the body, for which we set two corresponding major
venous circulation circuits. Then, the right and left heart circulations, as well as the pulmonary
circulation, are accounted by means of 0D models. Particularly for the four cardiac valves we em-
ploy a valve model allowing for the regurgitation phenomenon during the valve closing. Finally,
the 0D model of the left ventricle is coupled with the inflow boundary in the 1D model, closing the
system. In addition, we consider the existence of 3D models accounting for the detailed aspects
of blood flow in specific vessels of interest. The resulting CVS model (3D-1D-0D coupled model)
forms a closed loop network capable of taking into account the interaction between the global cir-
culation (1D-0D models) and the local hemodynamics (3D models). Furthermore, a model for the
ANS ensuring the inclusion of the main reflex branches participating in the nervous reflex regula-
tion is also developed. The interaction between the proposed CVS and ANS Models results in a
framework capable to simulate the roles of different underlying mechanisms in the hemodynamics
regulation. Situations of interest are presented showing the capabilities of the model.

Key Words: closed-loop system, dimensionally-heterogeneous models, multi-scale analysis, au-
tonomic nervous system, baroreflex regulation.

1 INTRODUCTION

Our aim in this work is to develop a computational model of the entire closed-loop of the CVS
integrated with a model for the ANS in such a way that changes in the physiological state of
the CVS will activate short-term control mechanisms which play a leading role in maintaining
hemodynamics state levels through regulation of total blood volume, heart rate, vascular tone,
among others.

24



Figure 1: Scheme of the 1D-0D closed-loop model with a 3D patient-specific aneurism embedded
in it.

2 THE MODEL FOR THE CARDIOVASCULAR SYSTEM

A computational model of the entire cardiovascular system is established accounting for specific
vessels, systemic arteries, systemic veins, pulmonary and heart circulation and real valve function-
ing. In this context we perform the integration of different levels of circulation. This approach is
usually recognized as multiscale modeling of the cardiovascular system. Following [1, 5] the ar-
terial tree is described by a one dimensional model with 128 arterial segments in order to simulate
the propagation phenomena that takes place at the larger arterial vessels. The inflow and outflow
locations of this 1D model are coupled with proper lumped parameter descriptions (0D model) of
the remainder part of the circulatory system. At each outflow point we incorporate the peripheral
circulation in arterioles and capillaries by using a 0D three-component Windkessel model (see
[12]). The whole peripheral circulation converges to the venous system through the upper and
lower parts of the body (superior and inferior vena cava), with corresponding 0D models for such
parts (in the spirit of [9]). Then, the right and left heart circulation, as well as the pulmonary
circulation, are also accounted for by means of 0D models. Particularly we point out the modeling
of the four heart valves, which is carried out by using a non-linear model which allows for the
regurgitation phase during the valve closing according to [6]. Finally, the 0D model of the left
ventricle is coupled with the inflow boundary in the 1D model, closing the cardiovascular loop.
The entire 0D model which performs the coupling between the outflow and inflow in the arterial
tree consists of 14 compartments. Furthermore and following [2, 13], we can consider the exis-
tence of 3D models accounting for the detailed aspects of blood flow in specific vessels of interest
(see Figure 1).

The resultant integrated model (0D-1D-3D coupled model) forms a closed loop network that ac-
counts for the interaction between the global circulation (0D-1D Models) and the local hemody-
namics (3D models). Summing up, this is carried out by putting together the following mathemati-
cal representations: (i)1D Models for the larger systemic arteries; (ii) 0D Models (R - C windkessel
models) for the arterioles and capillaries; (iii) 0D Models (R - L - C models) for venules and veins
to model the upper and lower body parts; (iv) 0D Models (R - L - C models) for inferior and su-
perior vena cava, pulmonary veins and pulmonary arteries; (v) 0D models (elastance models) for
each of the four heart chambers; (vi) 0D Models (non-linear non-ideal diode models) to approx-
imate the behavior of the tricuspid, pulmonary, mitral and aortic valves; and (vii) 3D Models for
the specific vessels of interest. The whole model with all the elements is presented in Figure 1.
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3 A MODEL FOR THE AUTONOMIC NERVOUS SYSTEM

Despite the fact that the mechanisms by which the ANS works still remain incompletely under-
stood, for modeling purposes it is usually divided it into four functional compartments. Our model
is based on several models proposed in the literature in particular: (i) the model proposed by Ursino
[14], (ii) Olufsen et al. [10] and (iii) Liang et al. [8] and includes the receptors at the afferent end,
the CNS, the effectors responsive to control signals, and the sympathetic and parasympathetic
nerves.

4 NUMERICAL SIMULATIONS

In the context introduced in the previous paragraphs, this work presents a computational model
of the entire CVS integrated with a model of the ANS borrowing the most important features of
the different models available in the literature. Thus, this integrative model has more descriptive
capabilities than the models currently available in the literature.

The parameters used in the 1D-0D model have been assigned or estimated based on the data
reported in [3, 4, 7, 8-11, 15]. The values of the parameters used in model for the peripheral
circulation, the heart model and model of the cardiac valves are based on the data reported in [3,
4, 9]. The parameters used in the 1D model of the arterial tree and those corresponding to the
Windkessel elements that account for the arterioles and capillaries has been built according to the
guidelines given in [1,12]. The parameters for the ANS have been also estimated based on data
reported in [8, 10, 14].

The numerical approximation of the model for the arterial tree network, eventually with an embed-
ded 3D model, is carried out as in [2, 13]. The discretization of the 0D models is done following
a second order Crank-Nicolson method combined with fixed point iterations for dealing with the
non-differentiable non-linearity of the valve models.

In particular, in Figure 2 and Figure 3 show the behavior of the 1D-0D entire model described in
this work and the pressure and flow rate at the proximal coupling interface of the patient-specific
aneurism embedded in it.

Figure 2: Results throughout the entire 1D-0D cardiovascular model.
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Figure 3: Pressure and flow rate at the proximal coupling interface.
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SUMMARY

We are interested in the application of reduced order modeling by proper orthogonal decomposi-
tion (POD) in two different aspects of the modeling of the cardiovascular system.

The first application deals with blood flows. We will present a method which combines atlas-based
techniques and model reduction approaches in order to perform faster patient-specific simulations,
based on prior simulations on an average anatomy [1].

We will also consider an application in cardiac electrophysiology. We will show how reduced
order modeling can be combined with evolutionary algorithms in order to estimate, from an elec-
trocardiograms, the parameters of a model of the electrical activity of the heart.
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SUMMARY 
 
This talk introduces the G space theory and some of the weakened weak (W2) formulations for 
solving mechanics problems in bio-systems, considering large deformation in soft bio-tissues 
submerged in fluids.  Important properties and inequalities for G spaces are proven, leading to the 
so-called weakened weak (W2) formulations that guarantee stable and convergent solutions. 
Bound properties of the W2 formulations will also be discussed. Examples of red-blood-cells 
traveling in micro-veins will be simulated using a typical W2 method: edge-based smoothed 
finite element method or ES-FEM that works well with triangular/tetrahedral mesh and less 
sensitive to mesh quality and much more efficient computationally compared to the standard 
FEM.  
 
Key Words: G space theory, W2 formulation, solution bounds, Blood flow, S-FEM. 
 
 
1. INTRODUCTION 
 
Bio-systems are extremely sophisticated in nature. Computer modelling for such systems is a 
must for studying and examining the behaviour of the systems, diagnostics, healthy monitoring, 
and “engineering” illness treatments and prevention. The necessary requirements for an effective 
computational method have now become stability, convergence, automation, solution 
certification, adaptation, highly efficient and even real-time computation. This talk introduces a G 
space theory [1]-[4] and some of the weakened weak (W2) formulations [3][4] for solving 
mechanics problems in bio-systems with extremely large deformation in soft bio-tissues 
submerged in fluids.   
 
2. The Theory 
 
The G space theory is a relatively new theory in functional analysis of mechanics problems. The 
theory allows the use of a class of discontinuous functions in creating computational methods.  It 
is a basic theory for a unified formulation of a wide class of compatible and incompatible 
methods based on FEM [5] and meshfree settings [6][7]. Important properties and inequalities for 
G spaces are proven, leading to the so-called weakened weak (W2) formulation that guarantees 
stable and convergent solutions. We then present some possible W2 models that meet all these 
challenges: 1) linearly conformability ensuring the stability and convergence; 2) softening effects 
leading to certified solutions [13][14] and real-time computational models; 3) insensitivity to the 
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quality of mesh allowing effective uses of triangular/tetrahedral meshes best suited for automatic 
adaptive analyses.   
 
3. Applications 
 
A large number of benchmarking examples and practical examples will be presented to examine 
the theory and various numerical models, including material behaviour at various extreme 
situations, dynamic behaviour and interactions of red blood cells, inverse identification of 
material properties and cracks in engineering structural systems, and integrity assessment of 
dental implant systems via inverse analysis with real-time computation. Examples of red-blood-
cells traveling in micro-veins will be simulated using a typical W2 method, smoothed finite 
element method [9]-[12]. Figure 1 show a simulated result of a snapshot of an army of 5 Red 
blood cells travelling in a simulated micro-vein. The details for fluid-structure interaction 
problems using the S-FEM are given in [15]. 
 

 
 

Figure 1. A snapshot of an army of 5 Red blood cells travelling in a simulated micro-vein. 
 
 
4. CONCLUSIONS 
 
The W2 methods offer a class of effective methods for solving mechanics problems in bio-
systems, considering large deformation in soft bio-tissues submerged in fluids. These methods are 
found working well with triangular/tetrahedral mesh and less sensitive to mesh quality and much 
more efficient computationally compared to the standard FEM. 
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SUMMARY

Characterizing aneurysm properties in vivo presents a tremendous challenge. Aside from the lim-
itation of image resolution, a pressing issue is that the pulsation data do not expose the stress-free
geometry. This is compounded by the nonlinearity, anisotropy, and heterogeneity of the constitu-
tive behavior. Recently, the authors proposed a pointwise approach for characterizing thin tissues
and tested the applicability numerically in cerebral aneurysm, under the assumption that the stress
geometry is known. This article further evaluates the feasibility for the case of unknown stress-free
geometry. An image-based aneurysm sac is considered. The wall tissue is described as nonlin-
ear anisotropic hyperelastic material with spatially varying parameters. Forward finite element
simulation is conducted to generate a series of deformed configurations between the diastolic and
the systolic pressures. Taking these mesh data as input, the material properties are identified to-
gether with the zero-stress geometry using the pointwise method. The recovered parameters are in
good agreement with their reference values. The predictability of the identified model is evaluated
through a forward analysis at an elevated pressure; the nodal displacement deviation is found to
be within0.6% over the entire mesh.

Key Words: Cerebral aneurysms, tissue property, pointwise method, in vivo identification.

1 INTRODUCTION

The elastic property of the aneurysm wall is fundamental for understanding the mechanical be-
havior the lesion, and is a biomarker for vascular tissue fragility. A possible approach for charac-
terizing vascular tissues, although not feasible presently due to the limitation of image resolution.
is to assess the wall properties non-invasively from in vivo pulsation data and blood pressure
measurement. Hopefully, the advent of imaging technology and/or image registration method will
eventually provide sufficiently accurate image data for this inverse problem. Aside from the image
limitations, there are several obstacles on the mechanics side that can also hamper this approach.
The first one relates to the fact that the visible wall motion, which corresponds to pulsation be-
tween the diastolic and the systolic pressures, does not expose the stress-free geometry of the
lesion. To characterize the tissue properties requires one to take into account of the unknown
stress-free geometry. Another difficulty lies in material heterogeneity. The elastic properties of
the wall tissue normally varies spatially due to the difference in growth and remodeling history
and pathological condition. In the traditional optimization-based approaches, the parameters over
the entire sac must be optimized simultaneously. This can easily leads to prohibitively expensive
computations and lack of algorithmic robustness.
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Recently, the authors developed a pointwise identification method to address heterogeneous prop-
erties [1]. In [2], a numerical study was conducted to examine this method in the context of
aneurysm identification. An imaged-based sac was considered. The wall tissue was described by
the nonlinear structural model by Kroon et al. [4]. We used simulated wall motion to inversely
characterize the property maps. The novelty of the pointwise method lies in that the stress compu-
tation and parameter identification are un-coupled. The stress data were acquired independently of
the material parameters in question. The optimization problem is formulated individually at each
materials point and solved independently. The number of parameters for optimization is fixed.

This pointwise approach provides a suitable framework for dealing with unknown reference ge-
ometries, at least in theory. As is well-understood in classical mechanics, the stress-free config-
uration of an elastic body is a local concept, because the stress at a material point depends only
on the local motion in the vicinity of that point. As such, it is possible to represent the stress-free
configuration pointwisely with appropriate geometric parameters [3]. For a thin membrane, the
local stress free configuration can be represented by surface metric tensor containing three param-
eters. The geometric parameters have distinctly different pattern of influence in comparing to the
elasticity parameters, and therefore it is possible to identify them together with the elasticity pa-
rameters. In the pointwise approach, this amounts to adding three parameters in the optimization
problem, which should be readily handled. In this study, we report a numerical test on a nonlinear
anisotropic heterogeneous aneurysm model.

2 METHOD AND RESULTS

Kinematics

The aneurysm wall is described as an elastic membrane, and the convected surface coordinate
setting in [1, Part I] is followed. With respect to the surface coordinate system, the Cauchy-Green
deformation tensor is written as

C = gαβGα ⊗ Gβ. (1)

The meanings of various quantities are described in [1]. This tensor is regarded as a metric tensor
that describes the deformed geometry, as the fundamental formds2 = dX · CdX characterizes
the deformed length of a reference line elementdX. The reference configuration is an accessible
configuration between the diastolic and the systolic configurations, therefore pre-strained, and the
Euclidean geometry does not describe the undistorted (natural) geometry. We assume that at every
material point there is a metric tensorG describing the natural geometry, in the sense that the
fundamental formdS2 = dX ·GdX characterizes the undistorted length of the line elementdX.
In the surface coordinate system,G admits the form

G = GαβG
α ⊗G

β. (2)

The change of local geometry from the natural to the deformed state is completely described by
the tensorsC andG. The square stretch of a line element alone the directionN is given by

λ2 =
NαgαβN

β

N δGδγNγ
. (3)

The strain invariantsI1 andI2, which measure respectively the average square-stretches of all line
elements emanating at a point and the square of the area ratio. are found to be

I1 = gαβG
αβ , I2 =

det[gαβ ]

det[Gαβ ]
. (4)

Therefore, any constitutive equations represented as functions ofI2, I2, and line stretches can be
readily expressed as functions ofC,G and a family of fiber directions,NI .
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Constitutive model

We utilize the aneurysmal tissue model proposed by Kroon and Holzapfel [4] to describe the wall
elasticity. The strain energy function of this model is

w =

8
∑

I=1

kI

8a

(

exp[a(λ2

I − 1)2]− 1
)

. (5)

The stress componentstαβ are given by

Jtαβ =

8
∑

I=1

kI

2
exp

[

a(λ2

I − 1)2
]

(λ2

I − 1)
(

N δ
IGδγN

γ
I

)

−1

Nα
I N

β
I . (6)

The model assumes that there are eight families of collagen fibers for whichλI are the correspond-

ing stretches, computed according toλ2

I =
Nα

I gαβN
β
I

Nδ
IGδγN

γ
I

whereNI is the direction vector of theIth

fiber. kI , I = 1, 2, ..., 8, define the fiber stiffness of these fibers,a is a dimensionless material
constant. It is further assumed that the fiber stiffnesskI are functions of two elastic parametersE1

andE2 which designate the tissue stiffness in the material’s principal symmetry directions. Once
E1 andE2 are given, the fiber stiffness parameters are determined.

Numerical experiments

The sac in Figure 1 was considered. Forward finite element analysis was conducted to generate17
configurations uniformly placed between80 mmHg (diastolic) and160 mmHg (systolic) pres-
sures, using an assumed property distribution. The elasticity parameters were carefully selected
to ensure that strains relative to the diastolic configuration are1-2.5%, which is consistent with
the reported physiological range. The parametersE1 andE2 and the principal fiber direction were
prescribed to vary continuously across the sac. Two patterns of variation were considered, one has
a linearly decreasing stiffness from the neck to the dome, and the other contains a weaker region
in the dome. Inverse stress analysis [5] was applied individually to each of the pressurized con-
figuration to compute the wall stresses. The diastolic state was taken as the reference, relative to
which the deformation tensorC were computed. The reference configuration was endowed with
an unknown metric tensor, represented by three parametersG11, G22, andG12 at every Gauss
point. The stress function (6), containing the material parametersE1, E2, a, the angleΘ of the
principal fiber direction, and the metric parametersG11, G22, G12, were fitted pointwisely to the
inversely computed stress data at every Gauss point. A sequential quadratic programming software
(SNOPT) was utilized to solve the optimization problem.

Table 1 presents the means and standard deviations of the pointwise percentage difference between
the identified and the prescribed parameter values. The means are less than4% for the major
parameters. The metric componentG12 are close to zero and therefore there relative error are
larger (> 100% for most points). However, the error norm ofG (the last column in Table 1)
remains small, indicating that the seemingly largeG12 error is in fact immaterial. A forward
verification was also conducted to predict the deformed configuration at170 mmHg using the
identified material model. A comparison to the the predictions of the prescribed model shows that
the nodal displacement differences are within0.6%.

3 CONCLUSIONS

We tested the feasibility of identifying heterogeneous aneurysms properties without knowing the
stress-free configuration. The stress-free configuration was represented locally by three parame-
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Figure 1: The aneurysm sac considered in this study.

Table 1: Mean, standard deviation, minimum and maximum of the identification error.

Err(E1) Err(E2) Err(a) Err(G11) Err(G22) Err(‖G‖)
Mean (%) 1.64 2.21 3.86 0.10 0.09 0.056
SD (%) 1.45 1.66 4.73 0.095 0.074 0.05
Min (%) 1.43E-3 1.95E-3 2.65E-3 6.16E-5 9.57E-5 1.37E-4
Max (%) 11.04 15.09 24.51 0.86 0.74 0.395

ters, which were inversely identified together with the unknownmaterial parameters. The numer-
ical experiment demonstrated the effectiveness of this method.
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SUMMARY 

 
We construct one-dimensional sets known as vortex corelines for computational fluid dynamic 
(CFD) simulations of blood flow in patient specific cerebral aneurysm models. These sets identify 
centers of swirling blood flow that may play an important role in the biological mechanisms 
causing aneurysm growth, rupture, and thrombosis. We highlight three specific applications in 
which vortex corelines are used to assess flow complexity and stability in cerebral aneurysms, 
validate numerical models against PIV-based experimental data, and analyze the effects of flow 
diverting devices used to treat intracranial aneurysms. 
 
Key Words: cerebral aneurysm, hemodynamics, vortex coreline detection. 
 

1. INTRODUCTION 
 
Blood flows in cerebral aneurysms are characterized by three-dimensional rotating flow 
structures.  It has been speculated that swirling flows play an important role in the mechanisms 
governing the natural history of intracranial aneurysm and their thrombosis. These flow structures 
are identified through the use of vortex corelines; one-dimensional sets that pass through centers 
of swirling flow. In this work we study the effects of swirling flow by using vortex corelines in 
three strategic areas of research; assessing the risk of aneurysm rupture, treatment with flow 
diverters, and validation against experimental data.   
 
Our risk assessment study uses vortex corelines as a way to characterize blood flow patterns and 
look for signatures of swirling flow that could be linked to aneurysmal growth, bleb formation, or 
rupture. In our treatment study, we use vortex corelines to identify vortical structures in the 
aneurysm before and after the deployment of flow diverting stents. Analyzing changes in the flow 
structure is important for understanding the long term effects of flow diverting devices since 
thrombus formation and organization are thought to be related to flow stasis and recirculation 
within the aneurysm sac [1]. Our validation study uses vortex corelines to compare the large-scale 
flow structures generated by computational fluid dynamic (CFD) simulations to those generated 
by experimental in vitro particle image velocimetry (PIV) data.        
 

2. METHODS 
 
Vortex corelines are defined in this work by the locus of points that satisfy the two following 
equivalent properties [2, 3]:  (1) the velocity and acceleration vectors are parallel, and (2) the 
instantaneous streamline curvature is zero. Mathematically, these conditions can be expressed in 
the form of an eigenvalue equation: 

uuU λ=⋅  (1) 
that is satisfied by points in the computational domain where the velocity vector u is an 
eigenvector of the velocity gradient tensor U. Corelines are computed algorithmically in the 
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computational domain using the eigenvector method of Sujudi and Haimes [4]. For each 
tetrahedral element, the following steps are applied: 
 Compute and diagonalize the Jacobian matrix for the host element. 
 Verify that the eigenvalue spectrum consists of one real eigenvalue and a pair of complex 

conjugate eigenvalues.  If this condition is not satisfied, skip to the next element. 
 Form a reduced velocity vector w at each node in the element by subtracting the components 

of the velocity that point along the eigenvector associated with the real eigenvalue ξR. The 
reduced velocity can then be expressed as: RRuuw ξξ )( ⋅−= . 

 For each face on the element, use linear interpolation to determine if there is a point on that 
face where the reduced velocity is zero.  If two faces are found to have a zero point, the 
element is marked to contain a coreline segment.  

 
This procedure is used to construct vortex core lines in a variety of patient-specific cerebral 
aneurysm geometries derived from 3D medical images and physiologic flow conditions. 
 

RESULTS 
 
Characterization of Cerebral Aneurysm Blood Flow Patterns 

The first application illustrates the use of vortex corelines for characterizing blood flow patterns 
in cerebral aneurysms. Previous studies have suggested that the flow pattern complexity and 
stability may be associated with aneurysmal rupture [5]. Flow patterns were classified as simple if 
they contained one main vortex structure and complex if they had more than one vortex. If the 
vortex structures remained stationary and were not created or destroyed during the cardiac cycle 
the flow pattern was classified as stable, otherwise as unstable. This analysis was done by 
inspection of flow visualizations created using streamlines. The use of vortex corelines can 
greatly aid this flow analysis and categorization. Two examples are presented in Figure 1.  

 
Figure 1: Examples of aneurysms with different flow structures. Top row: streamline visualizations. 
Bottom row: vortex corelines visualizations. Left column: aneurysm with simple/unstable flow pattern at 
peak systole. Center column: aneurysm with simple/unstable flow pattern at end diastole. Right column: 
complex/unstable flow pattern at peak systole. 
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The first example corresponds to an aneurysm at the middle cerebral artery bifurcation previously 
classified as having a simple/unstable flow pattern. Visualizations of vortex corelines indicate 
that there is only one major vortex and that the centreline of this vortex bends during the cardiac 
cycle. This is consistent with the previous characterization that classified this flow structure as 
simple/unstable. The second example corresponds to a large aneurysm in the internal carotid 
artery with a flow pattern previously classified as complex/unstable. Visualization of vortex 
corelines reveals several vortical structures within the aneurysm. Specifically, we observed that a 
swirling flow jet enters the aneurysm at the proximal end of the neck, recirculates inside the 
aneurysm in a complex manner and exits the aneurysm at the distal end of the neck. We also 
observed a strong secondary flow in the distal portion of the aneurysm orifice and parent artery. 
Additionally, a small vortex coreline is detected near a small bleb demonstrating a counter current 
recirculation that takes place inside the bleb. 

Comparison of CFD and PIV Cerebral Aneurysm Models  

The second application illustrates the use of vortex corelines for comparing flow structures 
obtained using computational fluid dynamics (CFD) and in vitro particle image velocimetry (PIV) 
models of a cerebral aneurysm constructed from CTA image data [6]. After building a 3D vector 
field from orthogonal 2D sets of PIV measurements and interpolating to a common grid, the CFD 
and PIV fields were visualized using streamlines (Figure 2 left and center) and vortex corelines 
(Figure 2 right). These visualizations show that, despite differences observed mainly near the 
aneurysm wall, the CFD and PIV data provide a consistent description of the intra-aneurysmal 
flow structures. In this particular aneurysm the flow enters at the distal part of the neck, 
recirculates around a single main vortex structure and swirls into the two daughter vessels. 

 
Figure 2: Comparison of flow structures obtained with CFD and PIV models of a growing cerebral 
aneurysm. Left to right: CFD streamlines, PIV streamlines, CFD (white) and PIV (red) vortex corelines. 
 
Analysis of Effects of Flow Diverting Devices 

The final application illustrates the use of vortex corelines for analyzing blood flows before and 
after treatment of intracranial aneurysm with flow diverting devices. Figure 3 presents results for 
a giant cerebral aneurysm treated solely with flow diverting stents. These visualizations show that 
before stenting a swirling stream of blood flows into the aneurysm through the proximal part of 
the aneurysm orifice, then recirculates around a large vortex, and exits the aneurysm at the distal 
end of the orifice in a swirling manner. After stenting, the intra-aneurysmal flow velocity is 
reduced. It can also be seen that the swirling of the inflow and outflow streams have been 
eliminated. In other words, the flow patterns in the inflow and outflow regions (and the distal 
parent artery) have been made parallel. Additionally, the visualizations demonstrate a small shift 
of the main vortex structure within the aneurysm. These observations may be important for 
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further understanding the thrombosis processes (and thrombus organization) induced by the 
implantation of this type of devices. 

 
Figure 3: Comparison of flow structures in a giant cerebral aneurysm before and after treatment with a 
flow diverting stent. Left to right: streamlines before treatment, vortex corelines before treatment, 
streamlines after treatment, vortex corelines after treatment. 
 
3. CONCLUSIONS 
 
We have successfully computed one-dimensional sets called vortex corelines that identify 
swirling blood flow in experimental and computational models based on patient-specific vascular 
geometries and physiologic flows conditions. Vortex corelines provide a powerful tool that 
simplifies the analysis of complex hemodynamics in cerebral aneurysms.  We have illustrated this 
point in three diverse applications; (1) characterization of blood flow patterns in order to study 
aneurysm evolution and rupture, (2) comparison of blood flow structures in pre- and post-stented 
aneurysm models for understanding the processes of thrombosis and aneurysmal occlusion, and 
(3) comparison of large-scale flow structures between computational and experimental models of 
intracranial aneurysm hemodynamics.   
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SUMMARY

We present a novel fluid-solid-growth computational framework for the evolution of sidewall sac-
cular cerebral aneurysms on physiological sections of cerebral vasculature. Sidewall saccular
aneurysms are identified from clinical imaging data. The vasculature is segmented and centrelines
generated. The section of vasculature that contains the aneurysm is removed and replaced with a
cylindrical section, hereon referred to asaneurysmal section; this simulates an idealised section
of healthy artery prior to formation of the aneurysm. Theaneurysmal section utilises a realistic
constitutive model of the arterial wall [1] that accounts for the structural arrangement of collagen
fibres in the medial and adventitial layers, the natural reference configurations in which the colla-
gen fibres are recruited to load bearing and the mass of the elastinous and collagenous constituents.
It is reconnected to the upstream and downstream sections of the vasculature using an automated
algorithmic method [2]: boundary curves propogate along a centreline to smoothly morph the sur-
face sections together. Integrating the aneurysmal section within a realistic vasculature geometry
enables growth and remodelling to be explicitly linked to physiologically realistic haemodynamic
stimuli. In addition, a quasi-static analysis is employed to obtain the geometry of the aneurysmal
section at systolic and diastolic pressures, enabling growth and remodelling (G&R) to be explicitly
linked to the magnitude of the cyclic stretches of cells. Initially, the degradation of elastin is pre-
scribed to create a small outpouching of the computational domain and perturb the haemodynamic
environment [3]. Subsequent elastin degradation is linked to low WSS in a localised region of the
computational domain [4], whilst the collagen fabric adapts to restore its strain to the homeostatic
value. To our knowledge, this is the first patient-specific model of cerebral aneurysm evolution
that incorporates a realistic constitutive model of the arterial wall and explicitly links G&R to
pulsatile mechanical stimuli. It will provide the basis for further investigating and elucidating the
aetiology of the disease.

Key Words: cerebral aneurysm, mechanobiology, growth and remodelling, wall shear stress,
cyclic stretch

1 INTRODUCTION

Intracranial aneurysms appear as sac-like outpouchings of the cerebral vasculature wall; inflated
by the pressure of the blood that fills them. They are relatively common and affect up to 5% of the
adult population. Fortunately, most remain asymptomatic. However, there is a small but inherent
risk of rupture: 0.1% to 1% of detected aneurysms rupture every year. If subarachnoid haemor-
rhage does occur there is a 30% to 50% chance of fatality. Consequently, if an aneurysm is de-
tected, clinical intervention may be deemed appropriate. Therapy is currently aimed at pre-rupture
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Figure 1: (a) Clinical MRI data is automatically segmented using @neufuse software. Asmall
sidewall saccular aneurysm developing on the right internal carotid artery is identified. (b) Bound-
ary conditions for the haemodynamic computational domain. The original aneurysm has been
removed and replaced with a short cylindrical section which is then reconnected to the vascula-
ture. It is on this section that aneurysm evolution is simulated.

detection and preventative treatment. However, interventional procedures are not without risk to
the patient. Relatively recent developments in imaging technology have led to new healthcare
policies in terms of application of medical imaging modalities. This trend has led to a dramatic
increase in the number of coincidentally detected asymptomatic cerebral aneurysms. Moreover,
there has been an increase in the number of cases where intervention is deemed necessary, in
spite of the lack of robustly founded rupture risk indicators. The improvement and optimisation
of interventional techniques is an important concern for patient welfare and is necessary for ra-
tionalisation of healthcare priorities. Hence there is a need to develop methodologies to assist in
identifying those ICAs most at risk of rupture. Biomechanics has an essential role to play in this
respect. It offers the potential for computational tools to assist clinical diagnostic procedures.

2 Fluid-Structure-Growth Computational Framework

We propose a novel Fluid-Structure-Growth computational framework for modelling ICA evolu-
tion. Sidewall saccular aneurysms are identified from clinical imaging data (see (Fig. 1(a))). The
data is automatically segmented and centrelines are created through the vasculature. The section
of vasculature that contains the aneurysm is removed and replaced with a cylindrical section (see
(Fig. 1(b))), hereon referred to as aneurysmal section, to represent an idealised section of healthy
artery on which the aneurysm develops. The aneurysmal section utilises a realistic constitutive
model of the arterial wall that accounts for the structural arrangement of collagen fibres in the
medial and adventitial layers, the natural reference configurations in which the collagen fibres are
recruited to load bearing and the mass of the elastin and collagenous constituents [1]. Theaneurys-
mal section is then reconnected to the upstream and downstream sections of the vasculature using
an automated algorithmic method [2]: boundary curves propogate along a centreline to smoothly
morph the surface sections together.

Figure 2 illustrates the computational methodology. The computational modelling cycle begins
with a structural analysis of the aneurysmal section to solve the equilibrium deformation field for
given pressure and boundary conditions. The structural analysis quantifies the stress and stretch,
and the cyclic deformation, of the ECM components and the cells (each of which may have dif-
ferent natural reference configurations). The (systolic) geometry of the aneurysmal section is
exported to be prepared for haemodynamic analysis. To achieve physiologically realistic flow in
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Figure 2: Fluid-Solid-Growth computational framework for modelling aneurysm evolution.

the region where the aneurysm develops, the aneurysm geometry is integrated into a physiolog-
ical geometrical domain, which is then automatically meshed with ANSYS ICEM (ANSYS Inc,
Canonsburg, PA) ; physiological flow rate and pressure boundary conditions are applied. The
flow is solved with ANSYS CFX assuming rigid boundaries for the haemodynamic domain. The
haemodynamic quantities of interest, for example, WSS, WSSG are then exported and interpo-
lated onto the nodes of the structural mesh: each node of the structural mesh contains information
regarding the mechanical stimuli obtained from the haemodynamic and structural analyses. G&R
algorithms simulate cells responding to the mechancial stimuli and adapting the tissue: the consti-
tutive model of the aneurysmal tissue is updated. The structural analysis is executed to calculate
the new equilbrium deformation fields. The updated geometry is exported for haemodynamic
analysis. The cycle continues and as the tissue adapts an ICA evolves.

Initially, the degradation of elastin is prescribed to create a small outpouching of the computa-
tional domain to perturb the haemodynamic environment [3]. Subsequent elastin degradation is
then linked to low WSS in this localised region of the computational domain [4], whilst the col-
lagen fabric adapts (throughout the arterial domain) to restore its strain to the homeostatic value.
The evolving geometry alters the spatial distribution of haemodynamic stimuli that act on the en-
dothelial layer of the artery. Figure 3 illustrates the WSS, WSSG and pressure distributions on
the arterial domain following the development of a sidewall saccular aneurysm. Elevated regions
of WSS/WSSG are observed distal to the aneurysm and close to the bifurcation. The variation in
pressure is negligible over the aneurysm region.
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Figure 3: WSS, WSS spatial gradients and pressure distributions following the evolvement of
a model of an ICA on patient-specific vasculature. Patient-specific inlets and outlet geometries
yield physiologically realistic haemodynamics within the aneurysmal region. Consequently, the
haemodynamic stimuli that are incorporated into the G&R algorithms have realistic magnitudes
and spatial distributions.

3 CONCLUSIONS

We propose a novel FSG computational framework for the evolution of sidewall saccular aneurysms
on physiological sections of vasculature. This approach enables growth and remodelling to be ex-
plicitly linked to physiologically realistic mechanical stimuli. Computational models provide an
ideal basis to explore hypotheses for how ICAs form and evolve and have the potential to yield in-
sight into the aetiology of the disease. The long term objective is that such models may ultimately
have diagnostic application, for example, patient -specific stress analysis and prediction of future
growth/rupture. In the shorter term however, they present us with excellent in silico testbeds for
theory and hypothesis evaluation.
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SUMMARY 

 
The cerebral aneurysms are caused by the degeneration of blood vessel wall, which is initiated by 
hemodynamic forces, particularly wall shear stresses. Therefore it is important to simulate the 
blood flow and the blood vessel wall as well as the interaction between them. In order to achieve 
a realistic in-vivo simulation, modeling of appropriate boundary conditions is a crucial issue. The 
aim of the present research is to develop a numerical simulation system, which considers the 
interaction between the blood flow and the blood vessel wall of the cerebral aneurysm using finite 
element method, as well as the effect of the peripheral vessels network of the cerebral arteries. 
The peripheral vessels network was modeled using coupling multi-scale model of 1D and STI 
(Structure Impedance Model), and then applied as outflow boundary condition to the 3D 
simulation of patient specific model. 
 

Key Words: Fluid-structure interaction, Middle cerebral aneurism, Multi-scale model 
 
1. INTRODUCTION 
 
The formation and growth of cerebral aneurysm depends on hemodynamic factors such as WSS 
(Wall Shear Stress) or blood pressure induced by blood flow[1]. The WSS is known as one of the 
mechanical forces induced by blood flow causing damages on endothelial cells, which leads to 
degeneration of blood vessels. Therefore it is important to obtain information on the location and 
the magnitude of local high and low shear stresses to be able to predict consequences. 
 
The hemodynamic simulation combined with medical images can estimate WSS as well as flow 
features quantitatively, in a patient-specific manner, if an appropriate initial- and boundary 
conditions are estimated. Especially the fluid-structure interaction simulation is very sensitive 
regarding those conditions. The peripheral vessels network of cerebral artery, including the small 
arteries and the arterioles, plays an important role in determining the outflow pressure of the 
middle cerebral artery. Since this network cannot be resolved by medical images, it is necessary 
to develop a numerical model that predicts the effect of the peripheral network on the 3D outflow 
boundary. 
 
Based on models introduced by Olufsen et al[2], the peripheral network is modeled as the binary 
symmetric tree attached to the outlet of the 3D model as shown in Fig.1. The small arteries are 
modeled using 1D model, whereas the arterioles or one smaller than 100µm down to 5 µm are 
modeled using STI model. 
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 This paper aims to develop a multi-scale model (1D - STI) for the cerebral peripheral network, 
and is applied as an outflow boundary condition for a 3D model of the middle cerebral artery.  

 
Fig.1 Schematic illustration of the multi-scale outflow boundary model. 

 
 
2. NUMERICAL MEHTOD 
 
2.1 1D model: 
 The small peripheral arteries, with diameters ranging approximately down to 0.1 mm, are 
modeled using 1D model[3]. Predicting blood flow and pressure, for the small arteries, requires 
three equations. Two equations ensure conservation of volume and momentum: 
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The  equation of the relationship between the pressure and the area  is given by  

( ) 









−=−

A
A

r
Ehptxp 0

0
0 1

3
4,                                                                                                  (2) 

where q is the flow-rate, A is the cross sectional area, p is the pressure, ρ is the density, ν is 
dynamic viscosity, E is Young's modulus, h is the wall thickness and r0 is the initial radius.  
   
The compliance of the blood vessel is modeled  using he following formula[4] 

( ) 3021
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r
Eh

+=                                                                                                          (3) 

where k1 =2.0x106 kg/(sec2 m),  k2 = -2.253x103 m-1 ,  and k3 = 8.65x104 kg/(sec2 m) are constants. 
  
The 1D model tree was assumed to be bifurcating symmetrically until it reaches the threshold of 
approximately 0.1mm in diameter. Since the diameter becomes smaller than 0.1 mm, the vessels 
tend to become rigid, the STI model is used to make the entire simulation efficient. 
 
 2.2 STI model 
 The arterioles, with diameters ranging from approximately 0.1 mm to 5µm, are modeled using 
the structure tree impedance model. An expression for the impedance in the frequency domain at 
the root of the STI model was derived using a semi-analytical approach based on a linearized 
version of the governing equations. Using the analogy from electrical circuit, the pressure-drop 
relationship of the STI model can be related to the flow rate in the frequency domain as follows 

( ) ( ) ( )ωωω ,.,, xQxZxP =  (4) 
where Z(x,ω) is the impedance at the root of the STI model  transferring this relation to the time 
domain yields the outflow boundary of the 1D model. 
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The STI model, also, was assumed to be bifurcating symmetrically until it reaches the threshold 
diameter (approximately 5µm). 
 
The non-Newtonian effect of the blood was taken in account in this model. Hematocrits of the 
blood decreases as the diameter of blood vessel become smaller than 300µm[5]. Pries suggested, 
the apparent viscosity of the blood can be directly written as a function of the hematocrit and the 
diameter of the vessel[6]. 
 
2.3 3D FSI simulation 
The present FSI simulation is based on finite element ALE (Arbitrary Lagrangian-Eulerian) 
method using strong coupling method. The governing equations for the fluid part consist of the 
following continuity and Navier-Stokes equations: 

0=⋅∇ u     (5) 
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where u is the velocity, u is  the relative velocity. fρ is the density of the fluid. And fσ is 
expressed as follows: 
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here P is pressure, andµ is the viscous coefficient.  
 
The structure analysis deals with the following equilibrium equation; 
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 (9) 
where v is displacement and sρ is the density of the structure. 
 
High order Mooney-Rivlin model is used to fit an experimentally-derived stress-strain curve for 
the arterial wall. The blood is considered to be incompressible and Newtonian with kinematic 
viscosity 4.06x10-3 Pa.sec and density 1000 kg/sec3. 
 
 From the medical data of a 49 year-old patient, a 3D geometry of the middle cerebral artery with 
the aneurism is extracted by our in-house program as shown in Fig.2.  
 

 
Fig.3.  3D model of middle cerebral aneurysm 

 
Ultrasound Doppler-measured velocity profile is used as the inflow boundary condition at the 
inlet of the 3D model. The outflow pressure boundary is modeled using the multi-scale model, 
which predicts the pressure at the outlets of the middle cerebral artery, taking in account the 
effect of the peripheral vessels network. 
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3. CONCLUSIONS 
 
In order to investigate the effects of Newtonian versus non-Newtonian blood flow in the STI 
model, the simulation has been conducted for 2 cases with different types of viscosity models: 1) 
Newtonian and 2) non=Newtonian. 
 
Case 1 of Newtonian assumption shows the pressure-drop at the inlet of the STI model to be 
over-estimated (70mmHg) compared to Case 2 of non-Newtonian assumption (50mmHg). The 
difference in viscosity model in the STI model leads to an increase in pressure range over the 1D 
model since the pressure in the STI is used to obtain one for the 1-D calculation. The pressure-
difference at the inlet of 1D model remained constant (45mmHg), in both Newtonian and non-
Newtonian cases as shown in Fig.3. 
 

 
Fig.3 Comparison between the pressure at the inlet of 1D model between   

Newtonian and non-Newtonian cases  
 

 
The results are compared with and without multi-scale boundary conditions in order to investigate 
the effects of the boundary conditions on the hemodynamics as well as arterial wall structural 
properties.   
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SUMMARY 

 
Computational simulations are making significant strides within the biomedical community; 

however, the accuracy of the results can only be as good as the geometry used. While current 

imaging techniques are able to capture the shape of a cerebral aneurysm, they are still unable to 

adequately resolve the wall thickness and result in patient-specific models that do not use patient-

specific thicknesses. An equivalent wall thickness estimation approach is proposed that 

approximates the weakening wall as a change in the wall thickness and is related to the elastic 

deformation of the aneurysm model. Fluid-structure interaction simulations are used to validate 

the proposed method for patient-specific models. 

 

Key Words: Cerebral aneurysm, principal wall stress, wall thickness, deformation. 

 

 

1. INTRODUCTION 
 

Computational fluid dynamic (CFD) simulations have been a significant tool for engineers 

looking at and have provided insight into the human cardiovascular system. In beginning to tailor 

these simulations toward patient-specific problems an accurate representation of the fluid domain 

is required, which medical imaging and geometry creation is able to provide. Unfortunately, the 

geometry used in a CFD simulation is not sufficient for fluid-structure interaction (FSI) analyses, 

as there is no need for a wall thickness in the former. Additionally, the imaging techniques are not 

capable of capturing the thin walls of cerebral arteries and aneurysms. This leaves a vacuum of 

data that researches have to fill with best-guesses and approximations. 

 

Until recently it was common to use a uniform wall thickness when performing a structural 

simulation of any aneurysm. More recently smoothing techniques [34] and using a discrete size 

for the healthy and aneurysm regions [4] have provided improved approximations for the 

geometry; however, the former would yield the same thickness distribution for a healthy and 

aneurysm model of the same domain, and the latter still does not account for the elastic stretching 

of the vessel wall. A separate body of work is using the growth and remodelling of collagen to 

demonstrate the formation of an aneurysm from a healthy vessel, but has not been extended to 

patient-specific models [18]. 

 

An alternative approach is proposed that approximates the weakening of a cerebral aneurysm wall 

through surface parameterization and non-linear spring relaxation. This equivalent wall thickness 

represents both the changing thickness and structural properties as an aneurysm develops. The 

resultant wall thickness is smooth and is thinnest near the apex of a patient-specific aneurysm. 
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The wall thickness is compared against literature and FSI simulations are performed to provide 

further validation. 
 

2. AN EQUIVALENT WALL THICKNESS AND RESULTS 
 

The pathogenesis of cerebral aneurysms is still not fully understood. Yet, it has been shown the 

vessel wall loses its linear-elastic region after high-strain loading [12] and can be modelled with 

an exponential equation [16]. To reinforce the weakened wall the rate of collagen growth is 

increased, though this appears to occur more slowly than the initial growth of the aneurysm. The 

disparity in time scales may account for why relatively small aneurysms rupture and some large 

ones have not. That is, as the aneurysm growth slows, the collagen is able to strengthen the 

weakest regions of the wall allowing larger aneurysms to remain unruptured longer. This leads to 

a primary assumption of this work, mainly: The mass of the vessel wall remains a constant during 

the initial growth. It needs to be repeated, however, that the goal is not to capture the exact wall 

thickness, but the relative strength of the wall; so even if this assumption can be improved upon, 

the wall never returns to its healthy strength and is still able to be represented by a thinning wall. 

 

Capturing the thinning wall is achieved by deforming a model of the healthy vessel into the 

aneurysm, taking into account the elastic stretching of the vessel tissue. Surface parameterization 

is able to quickly move the surface mesh of the healthy model onto the aneurysm surface. 

Relaxation of a non-linear spring system using an isotropic variation of the Fung equation gives 

an approximation of the true stretching the vessel has undergone. This second assumption, that 

the vessel wall is an isotropic material, is based on the inability to measure the true material 

directions for patient-specific aneurysms in situ and a realization the severity of deformation with 

a fixed amount of material will smooth anisotropic effects. The change in wall thickness is then 

inversely proportional to the area change of the individual mesh elements. A one-dimensional 

cartoon illustrates this in Figure 1. 

 

 
Figure 1: The change in wall thickness is inversely proportional to the change in element area. 

 

The equivalent wall thickness smoothly transitions from the healthy regions of the cerebral artery 

into the thinnest regions near the peak of the aneurysm dome and is seen in Figure 2(b). The 

minimum thickness is 43 µm and is 16% of the initial thickness. This is in contrast to a current 

method that solves the Laplace equation over the aneurysm with the boundary thicknesses fixed 

at 20% of the local radius, where the minimum thickness occurs at one of the outlets; see Figure 

2(a). The minimum thickness for a sampling of patient-specific cerebral aneurysms falls within 

the range presented in literature.  
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Figure 2: The wall-thickness (a,b) and absolute principal stresses (c,d) for a patient-specific aneurysm at peak 

systole. (a,c): the wall thickness of 20% of the radius and (b,d): the equivalent wall thickness. Arrows point to 

the location of minimum wall thickness and maximum stress. 

 

FSI simulations were performed to determine the value and location of maximum principal stress. 

The inlet and outlets were given a pulsatile velocity and pressure waveform, respectively, and the 

wall was modelled as an isotropic, Mooney-Rivlin material. The absolute principal stress for the 

20% of the radius and equivalent walls are shown in Figures 2(c) and 2(d), respectively. As can 

be seen with the equivalent wall thickness model the maximum principal stress occurs at the 

dome of the aneurysm, as would be expected. Additionally, the maximum stress is within the 

range blood vessel tissue may be expected to rupture (0.73 to 1.9 MPa) [41]. 

 

 

3. CONCLUSIONS 
 

The proposed method provides a new method to estimate a patient-specific cerebral aneurysm 

wall thickness. This equivalent wall model is representative of the weakened structure of an 

aneurysm and is capable of bridging the gap between the surface model generation and structural 

simulation. Good agreement exists between the computed minimum thickness and maximum 

principal stress against those values found in literature. The results also show a stress distribution 

that more closely matches expected results, with the maximum occurring near the apex of the 

aneurysm dome. 
 

 

53



REFERENCES 
 

[1] Y. Bazilevs, M. C. Hsu, Y. Zhang, W. Wang, T. Kvamsdal, S. Hentschel, and J. G. Isaksen, 

Computational vascular fluid-structure interaction: methodology and application to cerebral 

aneurysms, Biomechanics and Modeling in Mechanobiology, 2010, DOI:10.1007/s10237-

010-0189-7. 

[2]  R. Torii, M. Oshima, T. Kobayashi, K. Takagi, and T. E. Tezduyar, Influence of wall 

thickness on fluid-structure interaction computations of cerebral aneurysms, International 

Journal for Numerical Methods in Biomedical Engineering, 26, 336-347, 2010. 

[3]  M. Kroon and G. A. Holzapfel, A model for saccular cerebral aneurysm growth by collagen 

fibre remodelling, Journal for Theoretical Biology, 247, 775-787, 2007. 

[4]  S. Scott, G. G. Ferguson, and M. R. Roach, Comparison of the elastic properties of human 

intracranial arteries and aneurysms, Canadian Journal of Physiology and Pharmacology, 50, 

328-332, 1972. 

[5]  Y. C. Fung, K. Fronek, and P. Patitucci, Pseudoelasticity of arteries and the choice of its 

mathematical expression, American Journal of Physiology – Heart and Circulatory 

Physiology, 237, H620-H631, 1979. 

[6]  D. J MacDonald, H. M. Finlay, and P. B. Canham, Directional wall strength in saccular brain 

aneurysms from polarized light microscopy, Annals of Biomedical Engineering, 28, 533-542, 

2000. 

 

54



2nd  International Conference on Mathematical and Computational Biomedical Engineering – CMBE2011 
March 30 – April 1, 2011, Washington D.C., USA 

P. Nithiarasu and R. Löhner (eds) 

 

 

Intracranial Aneurysms: Study of X-rays Time-Intensity-Curves (TIC) Pulsatility 

 

R. Ouared*, O. Brina*, O. Bonnefous***, A Groth**, T Brunjs**, D. Babic**,  

P. Bijlenga*, K Schaller*, K. Lovblad* and V. Pereira*
 

*Hospital of Geneva, Rue Gabrielle-Perret-Gentil 4, 1211 Geneva 14, Switzerland 

**Philips Medical Systems, Veenpluis 4-6, 5684 PC, Netherlands 

***Laboratoires d’Electronique Philips, Limaille-Brevanne 94450, France 

 

 rafik.ouared@unige.ch, olivier.brina@hcuge.ch, vitor.mendespereira@hcuge.ch 

 

 

SUMMARY 

In a recent study led in our group at hospital of Geneva we made a non-exhaustive study of X-rays time-

intensity-curves on 35 patients harbouring aneurysms, with a high temporal resolution CsI flat panel 

detector. 2D regions-of-interest have been delimited in both aneurysms and supporting vessels and related 

TICs have been compared. A pulsatility feature has emerged and used by PMS for angio cine purpose. On 

our side, we rather focused on the characterization of such pulsatility and how it could be related to clinical 

assessment. We observed several interesting features, essentially: 1/ pulsatility of TICs can be very well 

correlated with ECG, 2/ it depends on contrast agent injection rates, 3/ it somehow varies with geometrical 

parameters of intracranial aneurysms and their related locations. Even though data processing is still going 

on, we have established that TICs can well reflect the complexity of flow patterns in aneurysms, hence 

providing a potential tool to validate blood flow simulation. Preliminary results are presented in this 

symposium. 

 
Key Words: Time-Intensity-Curves , TIC, pulsatility , aneurysm, Flow Dynamics, Geometry. 

 

 

1. INTRODUCTION 

 
Some years ago, TICs have been studied to assess efficacy of stents in endovascular treatments of 
intracranial aneurysms. This study was based on the assumption that the best stents could induce 

more blood flow dispersion than advection in aneurysm hence reducing the washout and 

accumulating the bulk of platelets and clotting factors for thrombogenesis. Though this question 
is not settled down so far, it is interesting to notice that all those study were based on curves with 

no pulsatility. That was due to constant contrast agent injection rates masking physiological 

conditions. In this model, both the advective and dispersive parts were characterized by two 
parameters each: density and decay time [1]. 

 

In a more recent study [2], it has been suggested a new parameterization based on restrictive 

observations that TICs have a gamma-variate distribution form which allow cumulative 
distribution functions based parameterization. Several characteristic times have been defined and 

used to measure blood flow velocity. 
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At Hug, pulsatility of TICs has been obtained with high speed X-rays detector at hospital of 
Geneva. The oscillating TIC pattern has been first used by Philips Medical Systems to measure 

velocity field in parent artery with a validation from transcranial Doppler measurements. Those 

figures and the fine level of details for temporal resolution have been used to validate submitted 

work on virtual angiography and based on in-vitro experiments. 
 

We have conducted a consecutive series study on 35 patients harbouring aneurysms. TransCranial 

Doppler measurements were used to find the best injection rate to obtain an optimal curve and to 
validate flow measurements. 2DSA acquisitions were coupled to ECG trigger. ROIs in both 

aneurysms and parent vessels have been systematically delimited and related TICs compared and 

analyzed. 
 

2. MAIN BODY 

 
Following an ethical committee approved protocol to evaluate epidemiology and flow in 
intracranial aneurysms, we included a consecutive series of 35 patients, suffering from ruptured 

and un-ruptured cerebral saccular aneurysms. They were submitted to diagnostic angiogram and 

eventually underwent endovascular treatment if indicated. Patients with intraventricular drainage, 
hydrocephalus or intracranial hematoma were excluded as well as patients without a good 

accessibility for the trans-cranial Doppler.  

 
The angiographic data was collected with a monoplane angiographic C-arm allura FD20 (Philips, 

health Care, Best, the Netherlands) equipped with a high speed imaging prototype detector. This 

detector was able to acquire runs at 150 images per second, with a very high spatial resolution 

providing very high quality angiographic sequences. During diagnostic angiogram, after femoral 
artery seldinger approach, a 3D rotational sequence was performed in order to determine the best 

projection angle to avoid superimposed artery branches of the distal vascular tree and to 

discriminate the aneurysm from the parent vessel. The ECG signal, synchronized to the 
acquisition, was recorded for each run and used as reference for pulsatility and frequency analysis 

X-ray acquisition duration was fixed to 6 seconds in order to limit patient exposition and X-ray 

tube overweight. The injection duration was limited to 3 seconds enough to cover the intra 
aneurismal wash-out. The contrast agent, iopamiro 300 (Bracco Industria Chimica, Milan) was 

injected with a 5F / 0.035 inches diagnostic catheter which was positioned at the same locations 

in either the internal carotid artery or  the vertebral artery portions. 

 
We divided the study in two steps: On the first part of the study, the aim was to determinate an 

optimal injection rate. We included 21 patients carrying 23 aneurysms, we acquired in the same 

projection 3 runs with different injection rates: 1.5, 2.0 and 3.0 ml/s. The purpose was to 
understand how the CA injection can influence the pulsatile flow pattern. A transcranial Doppler 

measurement on internal carotid artery (ICA) and on vertebral artery (VA) was done by the same 

trained neurologist. The data was extracted and parent vessel diameter was measured on the 3D 

reconstruction Xtravision. the velocity profiles from the Doppler curves were used to extract the 
mean blood flow rate with Matlab code developed for this purpose (The MathWorks, Inc, Natick, 

MA)  

On the second part of  the study, we included 35 patients all of them having ECG trigger, TCCD 
and at least one CA injection rate. The analysis was focused on the relationship between the TICs 

of the aneurysm and of the parent artery and aneurismal geometrical and clinical features. 

The image datasets were loaded on the open source ImageJ software (developed at National 
Institutes of Health, USA) and regions of interest (ROI) were interactively delimited around the 

56



aneurysm. In the whole process, manned intervention was performed by the same technician. A 

ROI was also delimited in the inlet parent vessel in a straight part as close as possible to the 
aneurysm inlet. The average gray value over all pixels within the ROI is calculated for each 

image and plotted with regard to time, hence providing the TICs.  

Aspect ratios, volumes, locations and neck sizes of aneurysms were measured and calculated on 

3D Xtravision work station (Philips, Best, Netherlands). All the data have been captured and 
integrated in a Matlab data structure. Matlab tools have been developed to measure TIC and ECG 

frequencies along with mean pulsatility, and to analyze all the correlations. 

 

Figure 1 shows one frame of the angiogram and the aneurysm ROI depicted in yellow.  

 

 
Figure 1: one frame of the angiogram. The ROI is depicted in yellow around the aneurysm. 

At every frame, the average gray level intensity in given region of interest (ROI) is 

calculated and TIC plotted. Figure 2 demonstrate that peaks of pulses are detected 

correctly (detection efficiency is 99%).  The TIC-cycle time is averaged over inter-peak 

distances. The detection efficiency does not depend on level of pulsatility. We observed 

also that pulsatility decreases with the injection rate ratio index (defined as the ratio 

between injection rate and mean flow rate). 

 
Figure 2: To get a positive scale, inverted-TIC in artery ROI is plotted on left, and right in aneurysm ROI, for the 
same injection rate at 1.5ml/s and in same view. ECG figure is superposed to the TIC at the top of both images. 

The linear regression with ECG cycle time is shown in Figure 3. 

 

 
Figure 3: linear regression between TIC-cycle time and ECG cycle time. The slope is close to 1. The 95%CI limits are 

also shown. 
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In Figure 4, one can notice that the normalized pulsatility is reduced in the seven ruptured 

aneurysm (rupture state=1) compared with the non ruptured cases (rupture state=0). 

 

 
Figure 4: attenuation of pulsatility in aneurysm wrt artery. Rupture state 1 in the horizontal axis indicates a state of 

rupture. The mean pulsatility in ruptured cases is significantly smaller by a factor 6 compared with their non-
ruptured counterparts (p=0.05). 

 

3. CONCLUSIONS 
 

The pulsatility of Time-Intensity-Curves can be used to assess intra-aneurismal flow and daily 
clinical assessment. They can determine cardiac frequency and provide a mathematical signal 

object that can be analyzed with linear methods. This pulsatility can be controlled with a precise 

injection protocol if mean flow rate in parent artery is measured. We observed that the aneurismal 

geometry and locations could influence the TIC patterns, with potential applications in evaluating 
unruptured aneurysms status or impact of devices used as treatment. TICs could also be used to 

reveal complexity of flows, which may help in validating simulations and measuring stent 

performance without carrying heavy experiments like PIV. 
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SUMMARY 

 
Evaluating the risk of rupture of cerebral aneurysms requires the establishment of statistical 
associations between hemodynamic and geometric variables to aneurysmal rupture as well as a 
better understanding of the underlying mechanisms governing the natural history of intracranial 
aneurysms. This article summarizes recent results towards these two ends using image-based 
computational fluid dynamics models. 
 
Key Words: cerebral aneurysm, hemodynamics, growth and rupture. 
 

1. INTRODUCTION 
 
Advances in neuroimaging technology have resulted in the detection of increased numbers of 
unruptured cerebral aneurysms. While the risks of surgical and endovascular interventions are 
well known and improving, little is known about the natural rupture risks of intracranial 
aneurysms. However, planning elective interventions requires judging the relative weight of the 
natural and procedural risks. Currently, risk assessment is based on aneurysm size, location and 
some morphologic factors such as aspect ratio as well as the patient’s clinical status. But 
hemodynamics is thought to be an important factor in the processes of aneurysm development, 
growth and rupture. Thus, improving rupture risk analysis requires on one hand the establishment 
of statistical correlations between geometric and hemodynamic variables and aneurysmal rupture, 
and on the other hand a better understanding of the mechanisms governing the natural history of 
cerebral aneurysms that explain the observed correlations. The purpose of our work is then 
twofold: to identify hemodynamic variables associated with rupture, and to improve our 
understanding of the role of hemodynamics in the underlying mechanisms responsible for 
aneurysm formation, progression and rupture. 
 

2. METHODS 
 
Patient-specific computational fluid dynamics (CFD) models are constructed from 3D medical 
images using previously developed methods [1]. Blood flows are represented by the unsteady 
incompressible Navier-Stokes equations, which are numerically solved using finite element 
methods on unstructured tetrahedral grids. Pulsatile physiologic flow conditions are derived from 
measurements on normal subjects. The resulting flow fields are visualized and the flow patterns 
are classified according to the following characteristics: a) complexity (simple/complex), b) 
stability (stable/unstable), c) inflow concentration (diffuse/concentrated), and d) impingement 
size (large/small). Additionally, the vascular models are subdivided into different geographic 
regions: a) aneurysm orifice, b) aneurysm neck, c) aneurysm body, d) aneurysm dome, e) near 
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parent artery, and f) far parent artery (see Figure 1 – bottom right). A number of hemodynamic 
variables or measures are then calculated using this geographic subdivision, including [2]: a) 
maximum aneurysmal wall shear stress (MWSS), b) inflow concentration index (ICI), c) shear 
concentration index (SCI), d) low shear area (LSA), e) low shear index (LSI), f) kinetic energy 
ratio (KER), g) viscous dissipation ratio (VDR). The mean values of these variables computed 
over groups of ruptured and unruptured aneurysms were then statistically compared. In order to 
study the relationship between the local hemodynamic environment and the progression of 
cerebral aneurysms, patient-specific CFD models are constructed from longitudinal CTA images 
of stable and growing aneurysms. The vascular models corresponding to consecutive imaging 
studies are aligned trying to maximize the coincidence of the parent arteries. Deformation fields 
are then obtained by computing the shortest distance between consecutive surface models, and 
regions of aneurysmal enlargement or deformation are identified. Hemodynamic variables are 
then averaged over the growing and non-growing regions and compared. Additionally, possible 
contacts with extra-vascular structures such as bone are identified in the CTA images. If such 
contacts are observed, the extra-vascular structures are segmented and the regions of contacts are 
identified by computing the distances between the vascular and extra-vascular surface models.  
 

3. RESULTS 
 
A total of 210 patient-specific cerebral aneurysms were analyzed. Each aneurysm was visually 
inspected and by two investigators and classified into each of the hemodynamic categories 
described before. Then, the numbers of ruptured and unruptured aneurysms in each category were 
counted and statistically analyzed using 2x2 contingency tables. The results are presented in 
Figure 1 (top-left) [3]. This figure shows that ruptured aneurysms are statistically more likely to 
have complex flow patterns, unstable flow structures, concentrated inflows and small 
impingement regions. The analysis also revealed a low inter-observer variability (not shown).  
 

 
Figure 1: Top left: relative number of ruptured to unruptured aneurysms into each hemodynamic category. 
Top right: ratio of hemodynamic variables averaged over the ruptured and unruptured groups. Bottom left: 
ratio of hemodynamic variables averaged over each hemodynamic category. Bottom right: example of 
geographic subdivision of aneurysm model.  
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Subsequently, a number of quantitative hemodynamic measures were calculated for each 
aneurysm. The mean values of these variables averaged over the rupture and the unruptured 
aneurysm groups were computed and statistically compared using Student’s t-test. The results are 
presented in Figure 1 (top-right) [4]. The results indicate that ruptured aneurysms are statistically 
associated to higher maximum WSS, larger inflow concentration indices, larger shear 
concentration indices, larger kinetic energy ratios (only 90% confidence), and smaller viscous 
dissipation ratios, as well as larger sizes and aspect ratios. In contrast, the low shear area and low 
shear indices were not significantly different between ruptured and unruptured aneurysm groups. 
The error bars in this plot represents the variability with respect to the choice of physiologic flow 
conditions, showing that the statistical associations are maintained under different flow 
conditions. Finally, the relationships between the different qualitative hemodynamic 
characteristics and quantitative measures are presented in Figure 1 (bottom-left) [2]. 
 

 
Figure 2: Example of a growing aneurysm in contact with peri-aneurysmal environment structures (bone). 
Top, left to right: vascular models during aneurysm evolution aligned to the bone, models aligned to the 
parent artery, regions of aneurysmal displacement. Bottom, left to right: inflow jets, flow pattern, wall 
shear stress at peak systole. 
 
The importance of including contacts with extra-vascular structures in studies of the relationship 
between hemodynamics and aneurysm growth is illustrated with a case study of a growing basilar 
artery aneurysm. As this aneurysm grows, it pushes against the bone inducing a change in the 
parent artery geometry (Figure 2, top-left) that in turn affects the intra-aneurysmal hemodynamics. 
Alignment of the evolving vascular geometries with respect to the parent artery (Figure 2, top-
center) may then result in underestimations of the aneurysm progression in the region of contact 
(Figure 2, top-right). In this particular aneurysm, the region of contact with bone is aligned with 
the inflow jet and subject to moderate to high wall shear stress (Figure 2, bottom row). 
Additionally, a “notch” near the distal end of the aneurysm, which is also subject to moderate to 
high WSS, is seen to enlarge in subsequent follow up geometries. The region of lowest WSS is 
also seen to expand outwards, but this could be the result of pushing against the bone on the distal 
side of the aneurysm body.  
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4. CONCLUSIONS 
 
A computational hemodynamics modelling framework for the analysis of cerebral aneurysms has 
been developed. This framework has been used to explore possible relationship between 
hemodynamic characteristics and aneurysm rupture that could potentially be used for rupture risk 
stratification. Interesting statistical associations between qualitative hemodynamic characteristics 
as well as quantitative measures and aneurysm rupture were found in set of 210 cerebral 
aneurysms. These associations were largely independent from the choice of physiologic flow 
conditions and showed low inter-operator variability. Finally, the analysis framework was 
extended to the study of aneurysm progression based on longitudinal image data. Preliminary 
results indicate that vascular models representing different stages of the aneurysm evolution must 
be carefully aligned in order to determine regions of aneurysm growth, and that contacts with 
peri-aneurysmal environment structures such as bone can substantially affect the results and alter 
the aneurysmal hemodynamics and therefore must be considered. Combining studies of the 
association of hemodynamic characteristics and rupture with investigations of the underlying  
mechanisms responsible for aneurysm progression and rupture is important for building reliable 
rupture risk stratification systems and ultimately improving patient care. 
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SUMMARY

Stemming from previous works presented by the coauthors, this research aims at defining a set
of parameters describing both the morphologic features and hemodynamics of the internal carotid
artery (ICA), that significantly and jointly correlate with the location of aneurysms and possibly
with their tendency to rupture.

Key Words: blood flow, wall shear stress, aneurysm, functional data analysis.

1 INTRODUCTION

As many concurrent causes appear to underlie the occurrence and development of cerebral aneu-
rysms, an integrated approach is required to understand the interplay between the different factors.
It is suggested that the association of several conditions rather than the evidence of a single factor
would lead to a more effective risk stratification. On the other hand, there is still no clear agreement
on which features to choose as the most significant risk indicators. The number of possible risk
factors is large, so that statistical analyses on large data sets are in order to compare intra-patient
with inter-patient variability pointing out subjects (or even groups of subjects) that strongly deviate
from the average physiological condition. To this aim, retrospective studies, despite having the
intrinsic limitation of not being able to evaluate the history of the pathology progression, can shed
a light on the significant associations of risk factors to the onset of the disease.

It has been shown that morphological characterization of the cerebral vasculature allows to define
parameters which are measurable in a robust and reproducible way [1], and that correlate with
the aneurysm location and rupture [2,3,4]. In the context of CFD modeling, it has become more
and more evident that it is necessary to take into account both local and non local features of
blood flow in the cerebral circulation. The significance of risk factors identified by considering
the local flow features may be strongly altered by concurring non-local circumstances, which
should not be neglected [5]. This motivates the approach followed in the present work, in which
the internal carotid artery (ICA) is studied both as a possible site for aneurysms development and
as a feeding vessel for the downstream arteries. In the cerebral circulation, the morphological
features of the feeding arteries could determine a hemodynamics environment which is more or
less protective from the disease. Results of a recent work from some of the coauthors seem to
support this conjecture, by considering the number and shape of bends in the siphon of the ICA
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[6]. The syphon seems to act like a damper for stresses induced by the fluid dynamics in the brain
vasculature.

The Aneurisk research project (2005-2008) was developed by a joint venture of different subjects:
academic and non academic research centers (MOX - Department of Mathematics, and LaBS -
Department of Structural Engineering, Politecnico di Milano; “M. Negri” Institute for Farmaco-
logical Research, Bergamo), medical centers (Dipartimento di Neurochirurgia, Università degli
Studi di Milano; Ospedale Niguarda Ca’ Granda di Milano; Ospedale Maggiore Policlinico di Mi-
lano), industrial partners (Siemens Medical Solutions Italy; Fondazione Politecnico di Milano). In
this work we plan to adopt the methods and models from Aneurisk to perform statistical analysis
correlating morphology and blood dynamics features of the ICA, for outlining possible conditions
triggering the development of the pathology in the cerebral circulation. The outcome is two-fold.
On the one hand, we present a framework for geometric and hemodynamic studies of cardiovas-
cular problems, discussing in particular how we can achieve robustness and reproducibility of our
analysis. On the other hand, our results support the assumption that a combined evaluation of
blood flow features and vascular morphology can increase the descriptive capability of statistical
techniques applied to large data sets of patients, and possibly their predictive potential.

2 METHODOLOGY AND RESULTS

Geometrical processing. VMTK (www.vmtk.org) is the adopted tool for the geometric charac-
terization of aneurysms and their parent vasculature. Blood vessels can be effectively represented
by centerlines, synthetic descriptors of the geometry and the topology of vascular networks. For
the purposes of this work, a centerline is defined as the weighted shortest path traced between the
inlet and the outlet of a vessel, the weight depending on the distance from the surface [1]. The
construction of centerlines is particularly useful in the study of bifurcating vessels, since it allows
the identification and characterization of the bifurcation points. Moreover, after splitting the cen-
terlines into tracts corresponding to the bifurcation branches, the same partition can be induced in
the surface representing the vessel, associating each surface point to its nearest centerline point. A
curvilinear reference system can be defined on each centerline branch, centered in the bifurcation
point.
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Figure 1: Definition of the WSS as a function of the curvilinear abscissa. To each value of the
curvilinear abscissa an average WSS is associated. The origin of the reference system is placed at
the terminal bifurcation of the ICA.

Fluid dynamics has been simulated in patient-specific 3D models using a software based on LifeV
(www.lifev.org). The computational domain was assumed to be fixed, corresponding to the hy-
pothesis of rigid vascular walls which has been shown to be acceptable for intracranial vasculature
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[7]. We further assumed that blood can be modeled as a continuous incompressible Newtonian
fluid, so that the blood flow problem can be described by the incompressible Navier-Stokes equa-
tions. For each vascular geometry, three cardiac cyles were simulated, in order to reduce the effects
of the initial conditions and obtain the periodic solution in the last simulated heartbeat. Proper
boundary conditions were prescribed, producing the same flow regime in all the computational
domains. The wall shear stress (WSS) was computed on the lateral surface of each geometry,
representing the vascular wall. After processing the geometry with VMTK, each surface point
was associated to a value of the centerline curvilinear abscissa. Conversely, to each value of the
curvilinear abscissa along the centerline we associated a measure of the average WSS exerted by
the blood flow on the corresponding tract of the arterial wall.

Figure 2: First row: functional data set (first derivatives of WSS, radius of ICA, and curvature of
ICA centerlines, respectively). Second row: some main modes of variability detected by functional
principal component analysis. Third row: boxplots of the variability manifested by the patients
along the corresponding modes of variability, divided by pathological groups.

Statistical analysis. Following the approach adopted in Aneurisk [3], the geometric features of the
centerline (radius, curvature) and its hemodynamic attributes (average WSS on tracts of the arterial
wall), together with their derivatives with respect to the curvilinear abscissa, were modeled as the
realization of random functions of the curvilinear abscissa. A suitable estimation step was devised
for eliminating artefacts and bias of the data due to the different size of the vascular districts in
different patients or to differences in image acquisition [8]. A joint clustering and alignment of
functional data was obtained by means of a two-mean alignment of the centerlines [6]. The main
modes of variability present in the functional data set were extracted by means of a Functional
Principal Component (PC) Analysis, and finally a classification of the patients was established,
based on the Quadratic Discriminant Analysis (QDA) [3]. This statistical analysis was intended
to identify the morphological/fluid dynamical features significantly correlated with the location of
the disease in the cerebral circulation and with the event of rupture.

A data set of 45 3D computed rotational angiography (CRA) images was considered, and the de-
scribed steps were performed for each case. A multivariate analysis of variance of the reduced
functional data set suggests the joint presence of just one siphon along the ICA and of a small
average radius of the ICA to be significantly associated to the presence of a ruptured aneurysm in
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the cerebral circulation; moreover the location of the ruptured aneurysm seems to be associated to
a peak of the WSS in the same location. On the other hand, either a wider radius of the ICA or the
presence of two siphons along to ICA seems to be sufficient for not having rupture events (even
when an aneurysm is present). These preliminary results suggest that the presence of more marked
bends in the ICA could have a protective effect on the vasculature downstream the terminal bifur-
cation. This is likely due to larger dissipation of the blood flow energy induced by the geometry.
This protective effect is enhanced by a larger radius of the ICA and the absence of abrupt localized
changes of the WSS along the centerline.

3 CONCLUSIONS

In the framework here described, geometrical reconstruction and characterization of the vascular
structures can be obtained in a semi-automatic and reproducible manner. We describe the fluid
dynamics parameters as functions of the curvilinear abscissa along the centerline, to achieve syn-
thesis through dimensional reduction and to feed data to a statistical analysis technique proven
to be effective for the characterization of large data sets. Future work includes the application
of the proposed approach to the complete set of 159 patient-specific geometrical models avail-
able in the Aneurisk database, in view of the identification of existing correlations and recurrent
geometrical/fluid dynamical patterns and possibly the definition of a potential rupture risk index.
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SUMMARY

The treatment of intracranial aneurysms with flow diverters is becoming more frequent between
neuro-interventionists. Despite this, the effect of these new devices on the local hemodynamics
is not fully understood and contradictory clinical outcomes have been reported in the literature.
Twenty-three intracranial aneurysms of different size and shape have been virtually treated and
hemodynamic alterations after treatment have been analyzed using CFD. In general, the effect of
the placement of the device was to considerably alter the flow inside the aneurysm and diminish
its activity.

Key Words: cerebral aneurysm, flow diverters, CFD

1 INTRODUCTION

In the recent years, a variety of new alternatives for endovascular treatment of intracranial aneurysms
have appeared, which have substantially improved the therapeutic outcome. Still, the effect of
some of these treatments on local hemodynamics is not fully understood. In particular, the use
flow diverting devices has not been thoroughly described so far, and the published reports of this
experience are scarce [8]. Flow diverters are stent-like devices specially designed to reconstruct
the parent artery and divert blood flow along the normal anatomical course of the vessel and away
from the aneurysm neck and dome. Some recent studies have been showing different clinical out-
comes for this therapy [3]. Also, different studies have been developed to study their effect in
a controlled environment. In-vitro studies by Canton et al. [4] uses Particle Image Velocimetry
(PIV) to quantify the velocity related variables before and after treatment. The work of Augsbur-
guer et al. [2] focused on the effect of such devices on shear driven and inertia driven aneurysm
geometries.

The effect of these devices on realistic geometries has not been largely addressed so far. The use
of Computational Fluid Dynamics (CFD) can provide a better and more detailed insight of the
effect of these devices on patients. The objective of the present study was to assess the “device-
induced” alterations on the intra-aneurysmal flow dynamics using CFD in realistic geometries. In
the current study we present the results obtained for a series of 23 intracranial aneurysms virtually
treated with a flow diversion device.

67



2 MATERIALS AND METHODS

The anatomical models studied in this paper have been obtained from diagnostic 3D rotational
angiographic (3DRA) images, which have been acquired using either an IntegrisTM Allura System
(Philips Healthcare, Best, The Netherlands) or an AXIOM Artis (Siemens Medical Solutions,
Erlangen, Germany). Voxel sizes in the reconstructed 3D images ranged from 0.208 mm3 to
0.378 mm3. All the aneurysms correspond to three locations along the internal carotid artery
(ICA), which are normally treated using flow diverter devices, namely anterior choroidal artery
(AChA), ophthalmic artery (Opht) and posterior communicating artery (PComm). From a set of
forty aneurysms, three independent clinicians were asked to select the appropriate treatment for
each aneurysms. The aneurysms were selected for the study if at least two clinicians selected them
for treatment with flow diverter, thus our population was reduced to 23 aneurysms. The remaining
aneurysms were considered as not appropriate for this treatment because they were more suitable
for stent assisted coiling, or because they presented small neck or branches near the aneurysm.
The studied aneurysms were located along the ICA as follows: 3 (13%) for the AChA, 11 (47%)
for the Opht and 9 (38%) for the PComm. The aneurysm sizes ranged between 1.3 to 22 mm of
depth. The size of the aneurysms (small, medium and large/giant) has been determined based on
the measurements used in a study by Ishibashi et al. [6]. For the group under study we have 10
(43%) small, 9 (39%) medium, and 4 (17%) large/giant aneurysms. The gender of the patients was
females 70% and males 30% and their average age was 50 (SD±8) at the moment the aneurysm
was discovered. Regarding the shape of the aneurysms 65% were saccular and 35% were fusiform.

The patient images were segmented using Geodesic Active Regions (GAR) [5]. From the vascu-
lature segmentation, a 3D model consisting of a triangulated surface mesh was generated. In some
cases these models contained artifacts and vessels that were not of interest for the study. Triangle
removal, hole filling and volume preserving Laplacian smoothing of the vessel was necessary to
reduce any imperfections on the vessel wall. The stent deployment was performed using the Fast
Virtual Stenting method proposed by Larrabide et al. [7]. The diameter of the stent strut was set to
0.06 mm, following Silk device (Balt Extrusion, Montmorency, France) specifications. From the
skeleton of the vascular region of interest, a point under the aneurysm neck was selected to specify
the location of the stent longitudinal center. All volumetric meshes were generated using the com-
mercial software ANSYS ICEM CFD (Ansys Inc., Canonsburg, PA, USA) and were composed
of unstructured tetrahedral and 8-node prism elements. A mesh independency test showed that an
element size of 1.6×10-5m around the stent struts was appropriate. Following the study of Ap-
panaboyina et al. [1], the part of the stent laying over the vessel was removed and only the portion
of the stent covering the aneurysm ostium were considered for the CFD analysis. The resulting
meshes were approximately 7.6×105 elements for the untreated cases and 7.36×106 elements for
the treated cases. Boundary conditions were imposed according to a 1D mathematical model of
the systemic tree. At the inlet, which was the internal carotid artery for all the selected patients, a
mass flow rate was imposed, whereas pressure was imposed at the outlets.

3 RESULTS

Different variables were studies before and after the implantation of the device for the CFD results.
These were the wall shear stress (WSS) in the aneurysm dome, the 90 percentile highest WSS in
the aneurysm dome (WSS90), inflow in the aneurysm per second (Qan) and flow velocity at the
aneurysm (van).

In Figure 1 are presented three selected cases corresponding to a large, a medium and a small
aneurysm. The first two columns present the WSS before and after treatment, which is alleviated
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Figure 1: Results for the CFD simulations. Images for the WSS (column 1 and 2), velocity
contours at a middle plane in the aneurysm (columns 3 and 4) and isosurface (columns 5 and 6),
both before and after the treatment are presented. Results correspond to peak systole.

by the presence of the device. The velocity magnitude contours at the aneurysm middle plane are
presented in the third and fourth columns before and after the treatment, respectvely. The effect of
the device is clearly visible. It can be observed that high velocities are redirected away from the
aneurysm dome into the parent vessel. This can laso be observed from the iso-velocities (fifth and
sixth columns for untreated and treated, respectively). The results shown correspond to the peak
systole.

Table 1 summarizes the results obtained from the study. The twenty-three aneurysms have been
classified according to two different characteristics. First, all the aneurysms been classified for
their size (i.e, small, medium and large/giant). From this we observe a larger impact of the device
on small aneurysms regarding the reduction of WSS90 and WSS. Regarding the velocity, similar
reductions are observed. In the worst case, the WSS is alleviated by a minimum of 50%. For the
Qan and van, the differences observed between groups are negligible. Secondly, they have been
grouped according to their shape (i.e., fusiform and saccular). In this case, the WSS90, WSS and
van we observe a larger impact on saccular aneurysms than on fusiform ones. Regarding Qan, the
effect on both groups is similar.

WSS WSS90 Qan van

Giant/Large
Max 79% 80% 79% 80%
min 52% 55% 28% 42%
Avg 64% 64% 56% 62%

Medium
Max 79% 80% 67% 77%
min 58% 61% 42% 42%
Avg 65% 66% 49% 59%

Small
Max 95% 97% 74% 95%
min 52% 52% 33% 38%
Avg 73% 73% 51% 63%

Table 1.1: Results organized by aneurysm size.

WSS WSS90 Qan van

Fusiform
Max 79% 80% 79% 80%
min 52% 55% 28% 42%
Avg 65% 65% 52% 59%

Saccular
Max 95% 97% 74% 95%
min 52% 52% 33% 38%
Avg 73% 73% 52% 64%

Table 1.2: Results organized by aneurysm shape.

Table 1: Percentages of reduction with respect to the untreated configuration. Max = maximum,
min = minimum, Avg = average.
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4 CONCLUSIONS

In this study, an analysis of the effect of flow diverter devices used in intracranial aneurysms using
CFD was done. A population of twenty-three aneurysms was considered and intra-aneurysmal
hemodynamics were studied before and after the implantation of the device. The group was sep-
arated by two means. First the aneurysms were separated by their size and second they were
separated by their shape. As a conclusion, we can mention that the effect of flow diverters signif-
icantly reduced all hemodynamic variables studied. The largest effect was observed for saccular
aneurysms.
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SUMMARY

The three dimensional (3D) morphology of aneurysms is presumably one of the key factors 
reflecting the biomechanical mechanisms that contribute to rupture. A computational technique is 

presented for detection of aneurysm neck and delineation of sac from 3D surface models of 
cerebral aneurysms and their parent vasculature. The extraction of 3D geometric features may 

improve our ability in designing more reliable geometry-based rupture risk indexes.      

Key Words: Cerebral aneurysms, 3D geometry, rupture risk.

1. INTRODUCTION

In recent years, the increasing rate of detection of unruptured intracranial anuerysm (IA) and 
the catastrophic consequences of subarachnoid haemorrhage have drawn attention to the crucial 
issue of whether these lesions should be treated or just followed up. In fact, the ideal situation 
would be to clinically address only those aneurysms that are more likely at risk of rupture.

A huge amount of work has been done in order to devise proper rupture risk indexes that could 
be applied in clinical settings. Hemodynamics has indeed been regarded as one of the crucial 
factors  in  IA  development,  growth  and  rupture  and  has  been  extensively  explored,  but  the 
mechanisms involved are still  to be clearly established and elucidated.  Since geometry has a 
major  impact  on blood dynamics,  one alternative approach is  to examine vascular  geometric 
features  as  they  may become valid  surrogates  of  specific  flow conditions  and  shed  light  on 
hemodynamics associations with the disease.

As a consequence, aneurysmal sac morphology and more recently parent vasculature geometry 
have been independently investigated and have been found to correlate with aneurysm outcome. 
In  addition,  from  a  more  pragmatic  perspective,  morphological  measurements  are  the  main 
guidance in handling IA in clinical practice.  The most common geometric features span from 
one-dimensional (1D) measures like height or neck diameter to volumes and surfaces, to various 
ratios in order to obtain more comprehensive shape indexes1,2 (i.e. aspect ratio as one of the most 
accepted). 

Nevertheless, crucial issues still have to be addressed in geometry-based approaches. IA are 
characterized by a complex three dimensional (3D) structure which presumably play a role in 
aneurysm rupture, but that can be difficult to capture with one dimensional measures. Also, most 
of these measurements still rely on tedious and time consuming procedures where the “right” 
angiographic 2D projection should be detected and the measurement performed. 

While this  is partially due to the intrinsic difficulty of dealing with the large variability of 
cerebral  anatomies  and  geometries,  the  lack  of  standardized  definitions  (for  example  of 
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aneurysm neck)  and robust  methodologies to cope with the complexity  of  3D configurations 
might also hamper the development of more sophisticated approaches.

In the following we present a fully automated technique for localization of the neck section and 
extraction of 3D shape of the aneurysmal sac from surface models of cerebral aneurysms and 
their  parent  vasculature.  The  computation  of  some  preliminary  geometric  primitives  for  the 
characterization of 3D sac morphology is also presented. 

 

2. MAIN BODY

Our approach for localization of the aneurysm neck and geometric characterization of the 3D 
sac relies on the concepts of Voronoi diagram (VD), centerline and tube function as described in 
[3,4] and on their implementation within the Vascular Modeling Toolkit (VMTK)5.

The methodologies were applied to a group of ninety-seven 3D surface models of saccular IA 
and  their  parent  vasculature  taken  from  the  ANEURISK  cohort4;  the  reconstructions  were 
antecedently obtained by way of a segmentation step from 3D rotational angiography (3D-RA) 
images4.  The selected group included 38 sidewall and 59 terminal aneurysm models; 42 were 
ruptured, 55 unruptured.  

Given the 3D segmented surface, the starting point is the reconstruction of a plausible parent 
vessel by digitally removing the aneurysm sac6, an operation performed by means of an automatic 
technique previously published by the authors (Figure 1A). 

Since the two models, prior to and following aneurysm removal, differ only in the aneurysm sac 
protruding out of the diseased parent vessel, the aneurysmal surface can be retrieved by means of 
the tube function3,4 of the centerline of the reconstructed artery, as the portion of the complete 
model lying far from the tube surface. Being the tube surface by construction strictly included in 
the lumen of the vascular segment, the sac surface hence obtained is an irregular saddle shape 
containing also tracts of the local parent vasculature (Figure 1B). 

A distance metric is then defined on the sac as the shortest distance of every point to the tube 
surface; this allows us to move consistently away from the parent vessel within the aneurysm by 
means of an interpolated spline constructed over the barycenters of a set of iso-contours drawn on 
this distance field (Figure 1C).

Having the barycenter spline as a hinge through the aneurysmal shape, the sac surface is sliced 
at each spline point first perpendicularly to the spline and subsequently, with an array of planes 
that wobble around the barycenter by regularly changing their orientation with respect to the first 
perpendicular plane. For each slice, two main geometric parameters are considered: its area and, 
given the irregular shape of the sac surface at the interface with the parent vessel, where the neck 
actually  localizes,  whether  this  is  an open or  closed section.  According  to  our  approach  the 
aneurysm neck is selected as the first closed section for which the area has a local minimum. 
Once the aneurysm neck has been identified, the “true” aneurysm sac without portions of parent 
vessels is considered by clipping the sac surface at the neck section plane (Figure 1D).

To characterize the 3D morphology of the aneurysm sac, we resort to its VD and subsets of it. 
The VD is a non manifold surface whose points are the centers of the maximal spheres inscribed 
in the shape; by computing the envelope of these spheres we obtain the 3D original object (Figure 
1E). A subset of this VD, called the Voronoi core (VC) is also taken into consideration as the set 
of centers of spheres with radii greater than 75% of the maximum Voronoi radius; its envelope 
represents a smaller portion of the segmented aneurysm sac. The rationale behind the use of the 
VC and its envelope is to identify the most stable part of the 3D sac shape where ambiguous 
surface irregularities such as blebs and/or daughter sacs are excluded (Figure 1F). Volumes and 
surface areas of both envelopes are readily computable.
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According  to  methodologies  previously  presented3,4,  the  sac  centerline  is  automatically 
extracted over the VC. Being computed on the VC, it represents the aneurysm sac along its most 
stable  3D direction  of  development,  that  is  the  core  centerline  will  not  travel  into  blebs  or 
daughter sacs. For the estimation of the actual sac length, the maximum inscribed sphere radius at 
the last centerline point is added to the length of the centerline (Figure 1G).

In order to complete the characterization of the 3D nature of the sac, the VC envelope is also 
approximated with an inscribed ellipsoid that provides radii along the three main directions of the 
3D sac shape (Figure 1H), similarly to [7].  

By way of demonstration, these techniques were successfully applied to all 97 models; Figure 
2-Rows A,C shows a small  subgroup of them. In order to demonstrate the robustness of  the 
techniques and to prove their applicability to clinical environments, where 3D segmentation tools 
may not  be  available,  we  applied  our  techniques  to  the  same models  obtained  by  means  of 
isosurface thresholding of the 3D-RA images; in Figure 2-Rows B,D neck localization on those 
thresholded models is shown for a qualitative comparison. Differences in position of neck plane 
barycenters  (Δp)  and  normals  orientation  (Δθ)  in  segmented  vs  thresholded  models  were 
evaluated  to  test  the  robustness  of  the  whole  procedure:  mean  Δp=0.72±0.65  mm;  mean 
Δθ=7.8±5.4 degrees.

The goal behind the extraction of 3D measurements is to identify analogues of 2D quantities 
commonly used or to shape new indexes that can better account for sac morphology: the core 
centerline represents an example of a 3D definition of aneurysm length, ratios of the inscribed 
ellipsoid radii may provide a way to categorize the sac shape, VC envelope can robustly extract a 
stable portion of the sac volume in order to identify blebs or in general to define quantities related 
to surface irregularities. Whether this 3D geometry-based approach can be useful to better predict 
aneurysms rupture as well as their clinical significance are subject of ongoing work. 

3. CONCLUSIONS

We  presented  a  methodology  for  automatic  identification  of  aneurysm  neck  plane  and 
delineation of aneurysmal sac from 3D surface models of saccular aneurysms and their parent 
vasculature.  Some  basic  geometric  primitives  for  the  characterization  of  3D shapes  and  the 
computation of 3D measures were illustrated in order to provide 3D analogues of commonly used 
2D measurements. 

While  representing  a  technical  improvement,  as  future  work  these  methodologies  and 
definitions will be tested for their clinical significance, their actual ability to add information and 
improve the design of a reliable rupture risk index, and their applicability in a clinical setting.
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Figure 1. Top row. Steps for localization of neck section and delineation the aneurysm sac: A. one of the 3D surface 
models analysed and the reconstructed parent artery (red) with the aneurysm sac removed; B. delineation of the sac 
surface (yellow) from the parent artery tube function (light red); C. computation on the aneurysm sac of the distance to 
the tube surface of the parent artery; in blue the barycenter centerline; D. aneurysm neck plane section and sac surface 
clipped at the neck level. Bottom row. Some of the geometric primitives to characterize the aneurysm sac 3D shape: E. 
Voronoi diagram of the aneurysm sac (white) and its envelope (red); F. Voronoi core (white) and its envelope (red); G. 
core  centerline;  the  last  maximum inscribed  sphere  is  explicitly  represented;  G.  inscribed   ellipsoid  into  the  VC 
envelope; the directions of its three radii are also depicted.

Figure 2.  Application of the described techniques to a small subset of the analyzed group for segmented (A,C) vs 
thresholded (B,D) models. For the segmented models, the original surface, the aneurysm neck, the VC envelope (red) 
and the core centerline are depicted.  For the thesholded only the neck is displayed.   
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SUMMARY

Mathematical models as well as the detail of the bounding geometry can be described by increas-
ing levels of detail. Commonly the increasing level of detail can be thought to have a lesser
influence on the resulting flow field at the cost of more expensive computations. For these reasons
usually, as well as the more complex nature of the problem to be resolved they are commonly
disregarded. In this work, taking as example idealised geometries and an anatomically realistic
cerebral vasculature with aneurysm, these effects are compared and quantified.

Key Words: blood flow, side branches, fluid-structure interaction, boundary conditions, 3D-1D
coupling.

1 INTRODUCTION

It is useful to study the sensitivity of changes in parameters to the resulting computed solution.
In this work a patient specific geometry of a cerebral aneurysm and idealised test cases are con-
sidered, as shown in figure1. This is in part to be able to quantify expected error bounds in the
solutions obtained with respect to choice of mathematical models that represent the physical prob-
lem. Variations in the mathematical modelling appear as hierarchy complexity, here studied as the
choice of rheological models for blood (Newtonian versus shear-thinning), the compliance of the
vessel walls (rigid versus deformable), and the flow boundary conditions (time varying 0D or 1D).
Of concern is also the geometric representation, that apart from uncertainty in model definition
due to medical imaging limitations of signal noise and resolution, in regards to the upstream and
downstream regions that should be included in the computational domain. In this respect, the in-
clusion or omission of side branches is studied in this work, while a single segmentation is used
and no sensitivity is performed to the thresholding and model reconstruction.

The effects of each of these modelling challenges are taken individually and compared to ea-
chother.
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Figure 1: Details of surface definition of cerebral fasculature after segmentation (left) and identi-
fication of region of interest to include side initial portions of the side branches (right).

2 THE MODELS

In this work, blood is modelled as an incompressible fluid, governed by the conservation of mass
and linear momentum equations:

∇ · u = 0, in Ωt, (1)

ρ

(
∂u

∂t
+ u · ∇u

)
= −∇p+∇ · τ , in Ωt, (2)

where ρ is the constant fluid density, u and p are the fluid velocity and pressure, and τ is the
deviatoric or extra stress tensor. The rheological properties of blood are modeled through the
specification of a constitutive relation for τ . In this study, we will compare results using Newto-
nian and non-Newtonian models. The Newtonian behaviour is described through the constitutive
law τ = µ(∇u +∇uT ), where µ is the fluid constant viscosity. In the non-Newtonian case the
fluid viscosity varies and the only effect that will be taken into account here is the shear-thinning
viscosity, which can be described by means of a generalised Newtonian model:

τ = µ(γ̇)(∇u+∇uT ), (3)

where the viscosity µ is now a function of the shear rate γ̇, which is a scalar measure of the strain
rate tensor, given by

γ̇ =

√
1

2
(∇u+∇uT ) : (∇u+∇uT ). (4)

Here, the Carreau viscosity function (see [2,3]) is considered:

µ(γ̇) = µ∞ + (µ0 − µ∞)(1 + (λγ̇)2)(n−1)/2,

where µ0 and µ∞ are the asymptotic viscosities at zero and infinite shear rate, respectively. Pa-
rameters λ, n, µ∞ and µ0 are obtained by fitting experimental data as described in [2,3].

Equations (1) - (2) will be coupled with a structure model, and the domain where they are defined
will change in time. The reference domain is denoted as Ω0, while the current domain is Ωt, with
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t ∈ I = [0, T ]. As initial condition we take u = u0 in Ω0. The boundary condition on the physical
wall, denoted Γtw, will be given by the coupling with the structural model.

For the vessel wall model we consider the equation of the 3D quasi-incompressible elastic struc-
ture:

ρw
∂2η

∂t2
− div0 (P) = 0, in Σ0, ∀t ∈ I, (5)

where Σ0 is the solid reference domain, η is the unknown displacement vector, ρw is the wall
density, div0 is the divergence operator with respect to the Lagrangian coordinates, and P is the
first Piola-Kirchhoff tensor. We consider a St Venant-Kirchhoff material, for which the response
function for the second Piola-Kirchhoff tensor is linear as a function of the Green - St Venant
strain tensor e = 1

2

(
∇T0 η +∇0η

)
: S = λ tr(e)I + 2µe, with λ = Eξ

(1+ξ)(1−2ξ) and µ = E
2(1+ξ)

the Lamé constants, where E is the Young modulus and ξ the Poisson ratio. In this study we
consider a nearly incompressible material by setting a Poisson ratio close to 0.5 and a constant
mass density ρw.

The initial condition for (5) is set to be η = η0, and η̇ = η̇0 in Σ0. In view of the coupling with
the fluid, the structure initial conditions must verify the compatibility constraint η̇0 = u0, on Γtw.
At the exterior boundary we assume that the stress is zero.

At the interface with the fluid Γ0
w, the boundary condition is given by the fluid-structure interaction

(FSI) coupling, which is performed through the following matching conditions.

u = η̇, ∀t ∈ I, on Γtw,

− (det∇0η)σ(u, P )
(
∇0
−Tη

)
· n0 = P(η) · n0, ∀t ∈ I, on Γ0

w,

where∇0 indicates the gradient with respect to the Lagrangian coordinates, and n0 is the outward
unit vector to Γ0

w. The first is the no-slip conditions and the second establishes the continuity of
the normal stresses.

On the atrificial sections, the boundary conditions must account for the remaining parts of the
system, and for the case of FSI models should be absorbing.

The 1D model is derived from the 3D FSI model by making simplifying assumptions and through
an average procedure, and it describes very well the wave propation nature of blood flow in ar-
teries. The unknowns are the cross-section area A(z), which is related to the mean pressure p(z)
through an algebraic relation (see [2]), and the flow rateQ(z). It is described through a hyperbolic

system of equations, having two distinct eigenvalues λ1,2 = u±
√

β
2ρA0

A
1
4 , with u =

Q

A
the mean

velocity and β =
√
πh0E

1−ξ2 , with A0 the cross-section reference area at rest, E the Young modulus,
h0 the wall thickness, and ξ the Poisson ratio. Under physiological conditions in hemodynam-
ics, the eigenvalues λ1,2 have opposite signs, i.e. the flow is sub-critical. Their corresponding
eigenfunctions or characteristic variables are

W1,2(Q,A) = u± 4

√
β

2ρA0

(
A

1
4 −A

1
4
0

)
, (6)

where W1 is the incoming characteristic at the left extremity (inflow) of the vessel, and W2 is the
incoming characteristic at the right extremity (outflow) of the vessel. Imposing W2(Q, p̄) = 0 at
the right extremity corresopnds to an absorbing boundary condition at the end of the 1D model.

In order to prescribe adequate boundary conditions, the 3D outflow section is coupled to a 1D
model, that can represent a singular cylinder or a network of arteries. The coupling is performed
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imposing the continuity of the normal stresses and the fluxes:

pn− 2µ(γ̇)D(u) · n =
(
p1D +

ρ

2
|u1D|2

)
n, (7)

Q3D =

∫
Γt
a

u · ndγ = Q1D. (8)

The 3D-1D coupling is performed imposing (7) into the 3D model, and (8) into the 1D one, i.e. the
total pressure computed on the 1D model is provided to the 3D model through a constant Neumann
boundary condition, while the flow rate computed on the 3D artificial section is prescribed at the
1D inflow boundary. A staggered numerical algorithm is used, consisting of an iterative procedure
between the 3D FSI and 1D subproblems. This iterative scheme can be considered explicit or
implicit.

Different absorbing boundary conditions can be obtained by imposing the absorbing boundary
condition of the 1D outflow point, W2(Q, p̄) = 0, directly on the 3D FSI outflow section. In this
case there is no need for solving a 1D problem.

It has been shown in [2] that, for physiological values of the Young modulus for the arterial tis-
sue, condition W2(Q, p̄) = 0 between mean pressure p̄ and flow rate Q is almost linear, and an
absorbing linear boundary condition relating mean pressure and flow rate can be derived:

Q ≈
√

2A
5/4
0√
ρβ

p̄. (9)

Expression (9) provides a way of setting the proper resistence at the artificial section of interest,
in order to be absorbing. Indeed, a boundary condition of this type, where the mean pressure to
be prescribed is linearly computed from the flow rate on that section, can be seen as a coupling
bewteen the 3D FSI problem and a simple RL lumped parameters model.

3 CONCLUSIONS

In this work idealised models of vessels are initially studied to observe the influence of different
models on the computed flow field. These include rheological models, boundary conditions of
the flow and the wall structural models. Importantly the effect of inclusion of side-branches as
geometric detail is considered, and the appropriate boundary conditions that these require. The
extension to a anatomically accurate geometry of cerebral arterial system with an aneurysm is
then studied.
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SUMMARY

A new, cardiac gated, volumetric three directional phase contrast (PC) magnetic resonance imag-
ing (MRI) technique has been used to image and gather hemodynamic information on 12 small
intracranial aneurysms, including 7 that are 4mm or smaller. The new approach uses radial un-
dersampling to obtain high spatial and temporal resolutions that would be clinically unfeasible
using standard Cartesian based acquisitions. The high spatial resolution has shown flow patterns
not detectable with the lower resolutions of conventional PC MRI, but seen in computational fluid
dynamic (CFD) models. The new technique may therefore be useful in providing patient specific
input parameters in future CFD simulations.

Key Words: blood flow, wall shear stress, aneurysm.

Figure 1: Surface renderings of the 12 aneurysms (red). Each case is individually scaled and rotated for
beat visualization.

1 INTRODUCTION

Phase contrast (PC) magnetic resonance imaging (MRI) can provide both an anatomical angiogram
depicting vasculature anatomy as well as hemodynamical information such as velocity, flow, pres-
sure, and wall sheer stress. This could be valuable in patient specific computational fluid dynamic
(CFD) models. However, several complications exist that must be overcome before PC MRI can
become a valuable resource for CFD inputs. Primarily, spatial and temporal resolutions are typi-
cally reduced in order to overcome the long scantime inherent to the PC method itself. Since only
the average velocity per imaging voxel can be calculated, the decreased spatial resolution therefore
degrades the accuracy of velocity inputs, especially in areas of complex, turbulent, or helical flow
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such as aneurysms. The method presented in this work addresses these limitations through the use
of a hybrid radial-Cartesian k-space readout [1].

The inplane radial readout serves several purposes. Of most importance, spatial resolution in ra-
dial MRI is determined by the readout length in k-space, as opposed to the number of collected
lines (phase encodes) in Cartesian MRI. Scantime is reduced by sampling fewer radial lines than
required by the Nyquist sampling theorem, trading scantime for increased levels of artifact. How-
ever, the sparsness provided by the inherent subtraction of stationary tissues removes much of the
artifact, allowing large degrees of undersampling compared to other techniques. Maintaining a
Cartesian readout through-plane allows for target volumetric acquisitions with higher SNR than
multi-slice [2] or three-dimensional radial k-space trajectories [3]. The SNR advantage is in turn
used to acquire even higher spatial resolution.

2 MAIN BODY

Eleven patients with 12 known intracranial aneurysms were imaged on a clinical 3T scanner (MR
750, GE Healthcare, Waukesha, WI ) using an 8 channel head coil after obtaining IRB approval and
written informed consent from all subjects.. Following a contrast enhanced MRA, patients were
scanned with PC SOS and 5-pt velocity encoding [4] using: FOV 220x220x30-40mm, acquired
resolution 0.43x0.43x0.7-1.0mm, TE/TR = 3.7/8.0ms, tip angle = 20 deg, BW = 83.3 kHz, scant-
ime = 9 minutes. PC derived angiograms were analyzed for aneurysm conspicuity and were used
to construct surface renderings. Dynamic velocity fields were reconstructed with retrospective
ECG gating and radial view sharing [5] with 40ms temporal resolution and used for hemodynamic
visualization with a dedicated software package (EnSight, CEI Inc., Apex, NC).

All 12 aneurysms were successfully identified in the 11 PC SOS exams (see surface rendered
images in Fig.(1)). A representative PC MRA used for anatomical diagnosis, surface renderings,
and masks for hemodynamic analysis in EnSight is shown in Fig.(2). The high spatial resolution

Figure 2: Example images of a 3.8 mm aneurysm (arrow) in the right carotid artery demonstrating the
fine vessel conspicuity, high spatial resolution, and superior background suppression of PC SOS (a/b)
Full/limited axial MIPs from PC SOS angiogram. Streamlines ( c ) depicting inflow/outflow colored with
blue/red to illustrate the 3D circulation pattern within the aneurysm.

and strong background suppression typical of PC SOS aid in visualization and segmentation of
this aneurysm, measured to be 3.8mm at its neck. The high spatial resolution aids in proper
visualization of streamlines here showing a helical circulation pattern within the aneurysm, despite
its small size.

A small carotid terminus aneurysm, measured as 2.3mm at its neck is used to demonstrate the
benefits and necessity for high spatial resolution obtained. Velocity vectors, shown in Fig.(3)
show the blood entering the aneurysm from the internal carotid artery with high speed and then
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Figure 3: A 2.3mm aneurysm in the carotid terminus shows higher velocity blood traveling up from the
left internal carotid artery, circulating around the aneurysm, and finally entering the left anterior cerebral
and left communicating artery.

slowing as it circulates and eventually exits to the anterior cerebral and communicating arteries.
Flow maps calculated at a plane placed at the aneurysm neck Fig.(4), demonstrate this behavior
in the original images. However, when the same velocity maps were visualized after MR image
reconstruction from the identical k-space data but at lower spatial resolutions of 1.0x1.0x1.0mm
and 1.5x1.5x1.5mm, typical of Cartesian 4D PC MR acquisitions, this behavior was not observed
(Fig. 3d,e). Velocity maps appear smoothed and do not demonstrate regions with strong in or
outflow as typically seen in terminus aneurysms [6].

3 CONCLUSIONS

We conclude that 4D cardiac gated PC SOS is a well suited approach to study flow and patho-
logical conditions in and around intracranial aneurysms. We have found that the improved spatial
resolution enables characterization of regions with complex flow in small vascular structures. By
better visualizing the regions of high inflow, as in Fig.(4), the improved spatial resolution could
prove useful in the diagnosis, monitoring of disease progression, and monitoring surgical treat-
ment of aneurysms. For example, the inability to visualize the regions of high-inflow in the low
resolution reconstructions of Fig. 3e could incorrectly suggest successful treatment in post-op
exams. In addition, the high spatial resolution data are well suited to derive hemodynamic pa-
rameters such as pressure gradients and wall shear stress which can serve as patient specific input
parameters for CFD models.
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SUMMARY

Twenty-six MCA bifurcation aneurysms from the @neurIST database were examined. Geometric variables
were compared with both qualitative and quantitative hemodynamic variables as a first step in search for
geometric markers that could serve as surrogate markers for aneurysmal blood flow.

Key Words: cerebral aneurysm, geometry, hemodynamics.

1 INTRODUCTION

Intracranial aneurysms are pathologic dilatations of cerebral arteries, most commonly found in the
circle of Willis. The growth and rupture of aneurysms have been related to the intra-aneurysmal
hemodynamics and computational blood flow simulations using image-based geometries could
potentially assist rupture risk assessment. Patient-specific blood flow simulations are known to
be sensitive to the vascular geometry and the boundary conditions imposed at the in- and outlets
of the vasculature [3]. However, the main flow characteristics are robust and show promising
correlations with rupture risk [4]. Furthermore, there is an ongoing trend to reduce the complexity
of hemodynamic datasets, even to the extend of exploring geometric variables that might serve as
surrogate markers of pathological blood flow [7,11]. Such a simplified approach to hemodynamics
might be relatively easy to adopt into clinical practice.

Geometric variables describing the shape of the aneurysm dome and the relationship between par-
ent vessel and aneurysm have been proposed and have been related to rupture risk [5,9]. Many of
these variables were designed with a hemodynamic motivation, but not many studies have com-
pared the shape descriptors with hemodynamic simulations in image-based geometries. The aim
of this study is to look at qualitative and quantitative hemodynamic variables and find correla-
tions with geometric ones. Besides using established geometric variables, such as the aspect ratio
(aneurysm depth / neck width), we also propose new variables as a first step to finding robust
markers for the flow field in aneurysm and surrounding vasculature.

2 MATERIALS AND METHODS

Twenty-six MCA bifurcation aneurysms (11 ruptured, 14 unruptured, 1 unknown) were drawn from the database of
the European project @neurIST [6]. Three-dimensional rotational angiography (3DRA) images and clinical data came
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from 3 hospitals and was processed by 4 operators from 1 research group. Using @neuFuse, the computational tool-
chain developed within @neurIST, the 3DRA images were segmented with a geodesic active regions approach. The
triangulated surface mesh was post-processed to correct the topology, smooth the surface, and improve the mesh quality.

Based on the surface mesh, a volume mesh was generated in ANSYS ICEM CFD v11.0 with the following specifi-
cations: tetrahedral and prismatic elements; node spacing of 0.4 mm; total height of 3 prism layers of 0.12 mm; on
average, 3 million elements. ANSYS CFX v11.0 was employed to solve the Navier-Stokes equations for the compu-
tational domain. We used the following specifications: rigid wall; incompressible Newtonian fluid (density = 1066 kg
m−3; viscosity = 0.0035 Pa s); no-slip boundary conditions; 160 timesteps per cardiac cycle of 0.8 s; 3 cardiac cycles
calculated with the results of the last cycle stored for post-processing; boundary conditions computed using the 1D
circulation model developed by Reymond et al. [10]; flow rate waveform at inlet; pressure waveform at outlets; fully
developed velocity profile from Womersley equation imposed on circular inlet.

Aneurysm dome shape descriptors were automatically calculated by @neuFuse after the operator manually outlined
the aneurysm neck. The Vascular Modeling Toolkit was used to measure bifurcation angles and cross-sectional areas
of parent and daughter vessels at 2 maximally inscribed spheres distance from the bifurcation (Fig. 1,G-H) [1,8].

Four dichotomous qualitative hemodynamic variables proposed by Cebral et al. [4] were measured using visualiza-

tions as shown in Fig. 1: flow complexity, flow stability, inflow concentration, and flow impingement. As part of the

@neurIST tool chain, many quantitative hemodynamic variables were derived from the simulation; most of them related

to the wall shear stress (WSS), pressure, or flow rate distribution. All reported values are measured at peak systole.

3 RESULTS

Fig. 3 shows boxplots of geometric and hemodynamic variables grouped by the categories of the
qualitative hemodynamic variables. The reported p-value was calculated with the Mann-Whitney
U test. We found complex flow aneurysms to have a significantly higher non-sphericity index than
simple flow aneurysms. Aneurysms with concentrated inflow jets had, as expected, significantly
smaller parts of the neck through which the blood went into aneurysm. Concentrated inflow jets
were found more often in large volume aneurysms and aneurysms with high aspect ratios. The
qualitatively measured impingement size corresponded well with the size of the aneurysm wall
part that experienced elevated pressure (i.e. pressure higher than 50% of the maximum pressure
on the aneurysm). Large impingement regions were found in aneurysms with small non-sphericity
indices, small volumes, and small aspect ratios. No significant geometric differences were found
between aneurysms with stable or unstable flow fields.

Fig. 2 shows scatter plots of geometric and hemodynamics variables. The part of the flow in
the parent vessel that entered the aneurysm correlated well with the size of the neck area (Pear-
son’s r = 0.71; p < .0001). We reasoned that the volume-averaged velocity magnitude in the
aneurysm should be related to the aneurysm volume and the influx into the aneurysm. Since the
volume-averaged velocity magnitude in turn correlated strongly with the area-averaged WSS on
the aneurysm dome (r = 0.98; p < .0001), the following was proposed:

WSS ∝ Qkan · V l
an (1)

whereQkan and V l
an are the influx into the aneurysm and the volume of the aneurysm, respectively.

By taking the logarithm on both sides, the equation becomes linear. Parameters k and l were found
through the least squares method to be: k = 0.63 and l = −0.67, and the right-hand side of Eq.
(1) showed good correlation with the WSS (r = 0.81; p < .0001).

Similarly, we attempted to find a relationship between the bifurcation angles and areas, and the
flow split from parent vessel to daughter vessels. The following was proposed:

Qd1
Qd2

∝
Amd1 · α

n
d1

Amd2 · α
n
d2

(2)
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Figure 1: Visualization of geometry and hemodynamics. WSS distribution (A); instantaneous
streamlines color-coded by the velocity magnitude (B); pressure distribution (C); velocity isosur-
face at 0.8 ms−1 (D); cutplane along parent vessel midline color-coded by velocity magnitude
(E); same as image E but at end diastole to visualize slight change in direction of flow jet (F);
cross-sectional areas at two maximally inscribed spheres distance from the bifurcation (G); bifur-
cation vectors for the parent vessel (p) and the two daughter vessels (d1 and d2) (H).
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Figure 2: Scatter plots of several geometric and hemodynamic correlations.

where Qdλ
, Adλ

, and αdλ
are the flow rate, the cross-sectional area, and the angle with the parent

vessel of daughter vessel dλ, respectively. The parameters were found to be: m = 0.99 and
n = −1.20. Correlation of the right-hand side of Eq. (2) with the flow split at the aneurysm
bifurcation was better (r = 0.86; p < .0001) than for each of the fractions Amd1/A

m
d2

(r = 0.69;
p < .0001) and αnd1/α

n
d2

(r = −0.64; p < .0001) independently.

No significant differences were found for any variables between ruptured and unruptured aneurysms,
which can be explained by the small population size.

4 CONCLUSIONS

Relationships between simple geometric descriptors and qualitative and quantitative hemodynamic
variables were found. The strong link between geometry and blood flow should be exploited by
defining new geometric features that could serve as surrogate markers of certain flow conditions.
Future work should include multivariate regression analyses to identify geometric variables that
show significant correlations with hemodynamic variables when controlling for correlations be-
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Figure 3: Boxplots of geometric and hemodynamic quantitative variables for categories of the
dichotomous qualitative variables. Outliers at 1.5 IQR from the 25th and 75th percentile are
indicated with asterisks.

tween the variables themselves. Since the parent vessel geometry is of great importance to the
aneurysmal flow [2], taking the shape of that vessel into account could potentially further refine
geometric variables.
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SUMMARY 
 
This paper describes a preliminary study of the morphometric and hemodynamic characteristics 
of the brain vascular trees using 61 reconstructed models from healthy humans. In the first part, a 
few morphometric variables are defined, namely, the length and diameter ratios as a function of 
the branch generation, and computed using the 61 reconstructed models. In the second part of the 
paper, the feasibility of computational hemodynamics calculations in these 3D complex models is 
demonstrated. For this, 3 out of the 61 models were selected and corresponding three-dimensional 
meshes were generated, and the unsteady solutions of the incompressible Navier-Stokes equations 
were computed. 
 
Key Words: cerebral arterial trees, hemodynamics, morphometrics. 
  
1. INTRODUCTION 
 
Understanding the vascular structure and hemodynamics of the brain is important for gaining 
insight into a variety of pathological conditions and the development and progression of 
cerebrovascular diseases. The construction of a hemodynamics atlas or a population averaged 
model of the brain is useful to characterize the hemodynamics conditions of normal subjects and 
to provide a baseline for studying pathological cases. This work represents the first steps towards 
these aims. Specifically, this study focused on the morphometric characterization of brain arterial 
trees of healthy human subjects with the objective of providing information required for the 
construction of generic arterial tree models. Secondly, CFD simulations were performed to 
demonstrate the feasibility of computing 3D arterial blood flows in complex arterial networks, 
which will be used for computing typical values of local hemodynamics variables along the 
different arterial branches. 
 
2. METHODS 
 
Brain Vascular Reconstruction and Morphometric Characterization. 
 
Human arterial arborizations from 61 healthy adults were digitally traced using image stacks 
acquired from 3T time-of-flight MRA that spanned the entire cerebral volume at 0.6mm isotropic 
resolution [1]. The segmentation process was performed using previously developed tools used to 
create 3D neuronal reconstructions [2]. The six mayor subtrees stemming from the circle of 
Willis were identified for each of the data sets and represented as a series of interconnected 
tapering cylinders characterized by their ending XYZ coordinates, diameter, and link to the 
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previous node. In order to characterize the morphometry of the arterial trees, a number of 
geometrical properties have to be calculated. For instance, the branch length and diameter ratios 
at each of the bifurcation nodes, are obtained from: 

𝑅𝐿𝑖 =
(𝐿𝑖+1

(1) + 𝐿𝑖+1
(2) )/2

𝐿𝑖
                       𝑅𝐷𝑖 =

(𝐷𝑖+1
(1) + 𝐷𝑖+1

(2) )/2
𝐷𝑖

 

where 𝑅𝐿𝑖  and 𝑅𝐷𝑖  are the branch length and branch diameter ratios respectively, computed at the 
ith bifurcation (or equivalent, at the ith branch generation). The length (diameter) of a branch 
(L/D) is the sum (average) of the lengths (diameters) of the individual cylinders that define the 
branch. Since, at the bifurcations, a single branch (parent) splits into two branches (daughters), 
the corresponding geometrical variables of the daughter branches are averaged in order to get a 
single value.  
 
Computational Hemodynamics Modelling. 
 
The computational arterial network model consists in the circle of Willis and its six stemming 
trees.  The process of generating a three-dimensional mesh suitable for finite element 
computations starts by generating triangulated tubular surfaces along each of the branches of the 
arterial model. This is carried out by fitting a cubic spline using the coordinates and diameters 
from the reconstructed vessels and generating corresponding tubular surfaces following the 
splined curve. Triangulated spheres are also placed at both ends of the tubular surfaces in order to 
generate a closed discrete surface model. This collection of intersecting (but disconnected) 
discrete surfaces is merged into one single watertight surface that represents the vascular wall. 
This step is carried out by first embedding the collection of discrete surfaces into a three-
dimensional background mesh. This mesh is adaptively refined several times around the discrete 
surfaces in order to capture in detail the surface topography. Then, the (signed) distance function 
to each of the surfaces is computed and an iso-surface of zero-value is extracted. Using 
information from the reconstructed arterial vessels, the tips of all the terminal branches 
(inflows/outflows) are identified and cut perpendicularly to the vessel axis. The surface mesh is 
then fed into a three-dimensional advancing front mesh generator [3] which produces the three-
dimensional volumetric grid.  
 
The unsteady solution of the incompressible Navier-Stokes equations is computed using an 
implicit incompressible flow solver [4]. Boundary conditions are specified by prescribing 
pulsatile flows at the outlets, constant pressure at the inlets and no-slip boundary conditions at the 
wall. This selection of the boundary condition is consistent with the fact that at the inflow of the 
circle of Willis, the pressure is assumed to be roughly constant, while the pulsatile outflow 
conditions allows for a fine tuning of  internal flow division in order to get  a realistic result. 
 
3. RESULTS 
 
Preliminary Morphometric Characterization of the Arterial Trees Reconstructions. 

The 61 reconstructed arterial trees where characterized by computing the length and diameter 
ratios as a function of the branch generation for the six mayor subtrees stemming from the circle 
of Willis, namely, left and right MCA, ACA and PCA. Figure 1 shows the evolution of the length 
and diameter ratios for each one of the six mayor subtrees. The length ratios up to generation 13 
are all above one, indicating that at the beginning, the daughter/son branches are larger than the 
parent branches.  However, it appears that the total average value (average of the 6 subtrees 
values) decreases as the branch generation order increases, which may indicate that the length 
ratio will eventually fall bellow one (daughter branches smaller than parent branches) after a 
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certain number of generations. On the other hand, the diameter ratios seem to have a constant 
(fractal) behavior, with a total average value close to 0.9. The increase in the variability of the 
diameter ratios for generations above 10 is most likely due to the fact that not all the 
reconstructed subtrees have that many generations and consequently the average value is 
computed with just a few values.  

 
Figure 1: Average values of the length and diameter ratios as a function of the branch generation from the 
61 reconstructed cerebral trees models. 

 
Feasibility of Computational Hemodynamic Modelling. 
 
Three cerebral vascular models were selected to demonstrate the feasibility of 3D pulsatile CFD 
calculations. Meshes of about 20 million tetrahedral elements were obtained for each of the 
models. Pulsatile boundary conditions at the outflows were selected so that the wall shear stress 
(WSS) at all the terminal branches is about 15 dyne/cm2. A constant pressure (p=0) was set at the 
three inflow boundaries. Two complete cardiac cycles were computed for each of the three cases. 
The total compute time was about 42 hours for each run on a desktop workstation (32GB of ram). 
Figure 2 shows the WSS distributions obtained for each of the cases. 
 

 
 
Figure 2: Peak wall shear stress distribution corresponding to computational hemodynamics simulation of 
three reconstructed brain vascular models. 

The highest values of the WSS were observed between generations one and two of the six 
principal subtrees. However, these values were found to be unphysiologic high. This is due to an 
improper balance of the blood flow within the arterial trees, which produces very high velocities 
in small arteries in order to comply with the total outflow condition. This suggests that a better 
criteria for selection of boundary conditions is required. For instance, inspired be the  principle of 
minimum work, this new criteria should seek to produce more balanced flow divisions and a 
WSS distribution that is as uniform as possible across the model. 
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4. CONCLUSIONS 
Human arterial networks were reconstructed from 61 healthy adults using 3T time-of-flight MRA 
images that spanned the entire brain. The six mayor subtrees emanating from the circle of Willis 
were extracted from the models and analyzed using a few morphometric variables, namely, the 
length and diameter ratios as a function of the branch order. The results showed that these 
morphometric characterizations could be successfully used to build a baseline population 
averaged brain vascular model. 

The feasibility of computational hemodynamics calculations was demonstrated using three 
subject specific geometries and pulsatile flows. The results showed that this type of calculations 
can be successfully performed in a reasonable time frame (less than 2 days for each model). 
Boundary conditions for these types of simulations need to be studied in order to obtain more 
realistic results. In particular, a new criteria to impose the flow divisions within the arterial trees, 
and subsequently, the total distribution of the WSS need to be investigated. This type of 
calculations will provide detailed information about the local hemodynamics variables along the 
arterial branches of the cerebrovasculature, which can ultimately be used for constructing a 
baseline statistical model of the brain hemodynamics. 
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SUMMARY

Interfacial shear stresses play a biologically important role in the environs of the cardiac valve.
Thus, it is highly desirable to treat the interface in a Lagrangian framework, where fluid shear
stresses can be correctly resolved. Adoption of a Lagrangian framework, however, poses signif-
icant challenges in terms of grid management, especially during contact and re-opening of the
valve. Herein, we present a novel numerical paradigm for ALE motion that reduces the need
for expensive edge flip operations even in the presence of motions such as contact where other
approaches break down. Specifically, we apply the method of gradient-weighted moving finite
elements (GWMFE) to optimize mesh motion throughout the simulation. Element collapse is pre-
vented by adopting regularization force that is related to integrator truncation error. As a result,
contact and re-opening are dealt with in a very natural way. No offsets nor fictitious forces need be
defined. We first present the broad outlines of the approach and then demonstrate its application
to two canonical problems which illustrate the robustness of the technique even in the absence of
local edge-flipping operations.

This work was in part supported by National Institutes of Health (NIH) Research R01HL092926-
01A2 (Karyn S. Kunzelman, PI)

Key Words: cardiac valves, fluid-structure interaction, blood flow, wall shear stress.

1 INTRODUCTION

Computational mesh dynamics (CMD) in ALE-based fluid-structure interaction (FSI) simulations
strongly influences simulation performance, robustness and accuracy. To be effective, CMD al-
gorithms should preserve element quality and anisotropy over the simulation while minimizing
the need for remeshing. At the same time, they should be problem-independent. FSI simulations
of cardiac valves are among the most challenging problems for CMD because a mesh singularity
occurs when the valve opens and closes changing the topology of the problem. Typically, interface
capturing techniques are used to address this problem, such that the valve mesh travels though the
fluid mesh, both having separate topologies. However, this approach sacrifices accuracy at the
interface and furthermore mechanisms must be introduced to deal with contact between the valve
surfaces. Below we present a novel paradigm for CMD that robustly enables Lagrangian tracking
of the valve interface, while handling contact in a natural way.
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2 THEORY

Briefly, the momentum equation for the fluid is given as:

ρ
Dui

Dt
=
∂σij

∂xj
+ ρfi, (1)

where D is the material derivative, u is the velocity, σij is the stress tensor, ρ is the density and fi

is a vector of external body forces. In an ALE formulation, the material derivative is expressed as:

Dui

Dt
=
∂ui

∂t
+
∂ui

∂xj
(uj − vj), (2)

where vj is the mesh velocity. The focus of the approach to CMD based on GWMFE is the robust
specification of vj in the presence of large deformation and contact-related mesh singularities.

Applied to motion of surfaces, GWMFE evolves a piecewise linear triangular mesh to minimize
the error in normal surface velocity over the set of all possible nodal motions. In [1] the method
was used to compute mean curvature motion of surfaces with additional equations added to evolve
an attached tetrahedral mesh.

The surface velocities in [1] were driven by mean curvature motion, while here they are driven by
solution of Equation 1. However, the situation is similar: a) normal surface velocities represent
motions derived from physical considerations b) tangential surface velocities can be arbitrary in
nearly planar regions since they do not affect normal surface motion, and c) interior node velocities
are completely arbitrary. Since the velocities in b) and c) are arbitrary, we are free to devise
velocities that improve mesh quality and CFD solution quality. A key observation is that the
arbitrariness of the tangential surface velocities hinges on the notion of what is ’nearly planar’. In
fact, if the triangular surface neighborhood of a vertex V can be sandwiched between two parallel
planes separated by no more than η – the truncation error of the integrator – then computationally
the neighborhood of V is indistinguishable from a perfect planar neighborhood. Thus, in [1] as
well as this work, regularization forces are introduced whose strength is a function of the truncation
error.

Assuming the FSI solver suggests velocities v0 on the solid-fluid interface, GWMFE solves for
final velocities v on the surface and in the fluid domain (Algorithm 1). The normal velocity
components of supplied surface velocity will be essentially preserved, so that

vi · n̂ ≈ v0,i · n̂, (3)

where i is an interface node and n̂ is surface normal. To obtain the velocities vi = ẋi, the
following ODE system is solved with an implicit solver using timesteps dtGWMFE independent of
timesteps dtFSI used in the FSI solver:

[ ∫
(n̂n̂Tαiαj + I3εvisc(∇sαi · ∇sαj)) dS +

∫
I3ε̃visc(∇α̃i · ∇α̃j) dV

]
ẋj

=
∫

v0 · n̂n̂αi dS − εqual∇xiQ
tri − ε̃qual∇xiQ

tet , 1 ≤ i ≤ N. (4)

When regularization terms involving εvisc, ε̃visc, εqual, ε̃qual are neglected, what remains is the un-
regularized GWMFE method[∫

n̂n̂Tαiαj dS

]
ẋj =

∫
v0 · n̂n̂αi dS. (5)

92



Here αi is the piecewise linear hat function for the ith surface node which is 1 at xi and is zero at
all other surface nodes j. v0 is the surface velocity, which is assumed to vary piecewise linearly,
and is supplied by the FSI solver. It is easy to show that solution of (5) gives (3) with equality,
but a unique solution will not exist when the surface exhibits planar degeneracy at any point, so
regularization is needed.

The second term on the left-hand side of (4) is surface grid viscosity:[∫
I3εvisc(∇sαi · ∇sαj) dS

]
ẋj . (6)

Here I3 is the 3x3 identity matrix and ∇sαi is gradient with respect to surface parametrization
of the surface piecewise linear basis function αi. This term creates a viscous medium for node
motions within the surface and removes the ambiguity of GWMFE node motion when the surface
has planar degeneracy.

The last term on the left-hand side is volume grid viscosity:[∫
I3ε̃visc(∇α̃i · ∇α̃j) dV

]
ẋj . (7)

Here α̃i is the piecewise linear tetrahedral basis function which is 1 on node i and zero at other
nodes. This term can be seen as the inner product of α̃i with −ε̃visc∇2

(∑
j α̃jẋj

)
, the negative

Laplacian of the grid velocity in the fluid interior, multiplied by the tiny parameter ε̃visc. The
presence of this term ties all grid node motions together and essentially makes nodes travel in a
viscous medium. It also reveals the connection of GWMFE to standard ALE formulations.

The middle and last terms on the right hand side of (4) are grid quality regularization terms that
tend to prevent collapse of triangles within the surface and to prevent collapse of tetrahedra within
the volume. Here Qtri is a ’triangle quality energy’ which is essentially the sum of the squares
of the aspect ratios of all the surface triangles and Qtet is a ’tetrahedral quality energy’ which is
essentially the sum of the squares of the aspect ratios of all the interior tetrahedra. The factors
εqual, ε̃qual are chosen in system (4) so that collapse is averted when inscribed radius is on the
order of η, the truncation error used by the integrator when solving the system. Arguably, this is
the most “natural” choice possible.

Data: initial time t, simulation end time tend, grid node positions x, mesh topology, and
field variables u

while t < tend do
[determine appropriate FSI timestep based on values of x and u]
dtFSI =GETFSITIMESTEP(x,u)
ttarg ← t+ dtFSI

[FSI code determines proposed surface velocities v0 for time interval [t, ttarg]]
v0 = GETFSISURFACEVELOCITIES(t,ttarg,x,u)
[Compute final surface and interior fluid velocities v using GWMFE with timestepping
dtGWMFE independent of dtFSI]
v = GETGWMFEVELOCITIES(t,ttarg,x,v0)
[update field variables u, grid node positions x, and time t]
call UPDATEFSIFIELDVARIABLES(t,ttarg,x,v,u)
x← x + v · dtFSI

t← ttarg

end
Algorithm 1: Coupling of FSI code with GWMFE computational mesh dynamics
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Figure 1: A: indefinite rotation of ball without mesh inversion with no topology change. B:
Collision of ball with wall, keeping all elements positively oriented. Asymptotic solution of mesh
movement system is no motion with elements trapped between ball and wall having inscribed radii
on the order of the integrator truncation error.

3 CANONICAL EXAMPLE

In Figure 1 on the left, we show the effect of regularized GWMFE motion on the grid surrounding a
ball that is rotating in a 3D domain with constant angular velocity. Without any grid reconnection,
the mesh maintains positive tet volumes, while the surface triangles on the the ball all maintain
correct orientation. This happy situation is maintained for an indefinite number of rotations.

On the right we translate a ball with constant velocity to the right side of the domain. At a certain
time the problem becomes ill-defined, since the ball should penetrate the wall, yet the wall is rigid.
The GWMFE system elegantly solves the problem in a natural fashion by continuing the motion
of the ball until the tetrahedra that are trapped between the ball and the wall get inscribed radii on
the order of η the truncation error. At this point, the regularization terms in the system take over
and lock up the trapped tetrahedra.

4 CONCLUSIONS

We have developed a robust mesh movement system that couples FSI surface movement to fluid
mesh movement. The terms appearing in the system allow for unparalleled robust mesh movement
which is necessary for challenging realistic cardiac FSI simulations.
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SUMMARY

The immersed boundary (IB) method is a mathematical and computational approach to fluid-
structure interaction problems in which an elastic structure is immersed in a viscous incompress-
ible fluid. The IB approach to such problems is to describe the elasticity of the structure in La-
grangian form, and to describe the momentum, viscosity, and incompressibility of the coupled
fluid-structure system in Eulerian form. Lagrangian and Eulerian variables are coupled by inte-
gral transforms with Dirac delta function kernels. Many IB models describe the elasticity of the
immersed structure in terms of families of elastic fibers; however, the use of fiber-based elasticity
models is not an essential aspect of the IB formulation. We shall describe one possible extension
of the IB method to use more general elasticity models that permit finite element discretizations,
and we shall present results obtained by applying both the conventional IB method and also our
extended IB method to the simulation of the three-dimensional fluid dynamics of the aortic heart
valve.

Key Words: heart valves, blood flow, fluid-structure interaction.

1 INTRODUCTION

Approximately 250,000 procedures are performed annually to repair or replace damaged or de-
stroyed heart valves, and approximately 50,000 aortic valve replacements are performed annually
to treat severe aortic stenosis. Many of the difficulties of replacement cardiac valves are related to
the fluid dynamics of the replacement valve. Mathematical and computational models of cardiac
fluid-structure interaction can offer insight into the mechanisms of valve function and dysfunction
and therefore have the potential to improve the treatments available to the many patients suffering
from valvular heart diseases.

The immersed boundary (IB) method [1] is a mathematical and computational approach to fluid-
structure interaction problems that was introduced to model the fluid dynamics of heart valves
[2,3], and has subsequently been applied to a broad range of problems in biological fluid mechan-
ics. The IB formulation treats problems in which an elastic structure is immersed in a viscous
incompressible fluid. The IB approach to such problems is to describe the elasticity of the im-
mersed structure in Lagrangian form, to describe the momentum, viscosity, and incompressibility
of the coupled fluid-structure system in Eulerian form, and to couple the Lagrangian and Eulerian
variables by integral equations with Dirac delta function kernels. Discretized versions of the IB
method generally approximate the Lagrangian variables on a moving curvilinear mesh and the
Eulerian variables on a Cartesian grid. The Lagrangian-Eulerian interaction equations are approx-
imated by replacing the singular delta function with a regularized version of the delta function.
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Many IB models of fluid-structure interaction describe the elasticity of the immersed structure in
terms of families of fibers. Although fiber-based elasticity models are well-suited to describe the
anisotropic materials commonly encountered in biological applications, it is difficult combine the
fiber-based modeling approach with experimentally characterized constitutive laws. The use of
fiber models is not essential to the IB methodology, however, and several recent extensions of the
IB method allow for more general elasticity models that permit finite element discretizations [4–6].
We shall describe a new approach to employing finite element mechanics models with the IB
method [7] and present initial results obtained by using this method to simulate the mechanics
of the aortic heart valve. We shall also present recent simulations of the aortic valve that use an
improved version of a more conventional IB method [8, 9]. These simulations are among the first
three-dimensional IB models of cardiac fluid dynamics to consider multiple cardiac cycles with
realistic driving and loading conditions.

2 MATHEMATICAL FORMULATION

Let x = (x1, x2, x3) ∈ Ω denote Cartesian physical coordinates, with Ω ⊂ R
3 denoting the

physical region that is occupied by the coupled fluid-structure system; let s = (s1, s2, s3) ∈ U
denote Lagrangian material coordinates that are attached to the immersed elastic structure, with
U ⊂ R

3 denoting the Lagrangian coordinate domain; and let X(s, t) ∈ Ω denote the physical
position of material point s at time t. The IB formulation of the equations of motion for the
fluid-structure system is:

ρ

(

∂u
∂t

(x, t) + u(x, t) · ∇u(x, t)
)

= −∇p(x, t) + μ∇2u(x, t) + f(x, t), (1)

∇ · u(x, t) = 0, (2)

f(x, t) =
∫

U
F(s, t) δ(x − X(s, t)) ds, (3)

∂X
∂t

(s, t) =
∫

Ω
u(x, t) δ(x − X(s, t)) dx, (4)

F(s, t) = F [X(·, t)], (5)

in which u(x, t) is the Eulerian velocity field, p(x, t) is the Eulerian pressure, f(x, t) is the Eu-
lerian elastic force density (i.e., the elastic force density with respect to the physical coordinate
system, so that f(x, t) dx has units of force), F(s, t) is the Lagrangian elastic force density (i.e.,
the elastic force density with respect to the material coordinate system, so that F(s, t) ds has units
of force),F : X �→ F is a functional that specifies the Lagrangian elastic force in terms of the de-
formation of the structure, and δ(x) = δ(x1) δ(x2) δ(x3) is the three-dimensional delta function.

For a fiber-based elasticity models, it is convenient to assume a fiber-aligned Lagrangian coor-
dinate system, so that (s1, s2) labels a particular fiber and the mapping s3 �→ X(s0

1, s
0
2, s3) is a

parametric representation of the fiber labeled by (s1, s2) = (s0
1, s

0
2). With this coordinate system,

it is possible to determine the Lagrangian elastic force density via [9]

F(s, t) =
∂

∂s3
(Tτ ) +

∂2

∂s2
3

(

cb(s)
(

∂2X̄
∂s2

3

− ∂2X
∂s2

3

))

, (6)

in which T is the fiber tension, τ = ∂X/∂s3/ |∂X/∂s3| is the fiber-aligned unit tangent vector,
cb(s) is the fiber bending rigidity, and X̄ = X̄(s) is a reference configuration.

It is also possible to specify the elasticity of the immersed structure in terms of a Lagrangian elastic
stress tensor. In the IB formulation, it is most convenient to use the first Piola-Kirchhoff elastic
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= prescribed-pressure boundary

= solid-wall boundary

∂ΩLV ∂ΩAo

∂ΩO

∂ΩO

PWk(t)Rc

RpC

Figure 1: Schematic diagram of the model showing the coupling between the detailed fluid-
structure interaction model and the reduced circulation models that provide physiological driv-
ing and loading conditions. The model vessel is coupled via the upstream boundary ∂ΩLV to a
prescribed left-ventricular pressure source that drives flow through the valve. At the downstream
boundary ∂ΩAo, the model vessel is coupled to a circulation model that provides a realistic pres-
sure load. The open boundary ∂ΩO provides a constant-pressure fluid reservoir that balances any
changes in the volume of the vessel.

A. B. C. D.

Figure 2: Results from a three-dimensional adaptive IB simulation of the aortic valve. A–B: Flow
through the model valve as indicated by passively advected markers particles. C: Pressure in the
model valve plotted along a plane that bisects one of the valve leaflets at the time of peak flow.
At this point in the simulation, the pressure difference across the valve is 7.9 mmHg. The max-
imum systolic pressure difference is 12.9 mmHg, which is in good agreement with experimental
observations [10]. D: Same as C, but also showing the two-level adaptive grid.

stress tensor P
e(s, t), and to use a weak formulation to determine the corresponding Lagrangian

elastic force density, so that F(s, t) is defined in terms of P
e(s, t) via [7]

∫

U
F(s, t) · v(X(s, t)) ds = −

∫

U
P
e(s, t) : ∇sv(X(s, t)) ds, (7)

in which v(x) is an arbitrary test function that is not assumed to vanish on ∂U .

3 RESULTS

Using an adaptive version of the IB method, we have performed simulations of the fluid dynamics
of the aortic valve. A schematic diagram of our aortic valve model is shown in fig. 1. Represen-
tative results obtained using a fiber-based elasticity model are shown in fig. 2. Preliminary results
obtained by using a finite element model of the aortic wall are shown in fig. 3.
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A.

B. C.

Figure 3: Preliminary results from a three-dimensional adaptive IB simulation of aortic valve
dynamics using a finite element model of the vessel wall. A. The opening dynamics of the valve,
shown at equally spaced time intervals, as viewed from the ascending aorta. B. Same as A, but
also showing a cross-sectional view of the vessel wall. C. Same as the rightmost panel of B, but
also showing instantaneous flow streamlines.
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SUMMARY

Lumped parameter (0D) and one-dimensional (1D) models of the cardiovascular system generally
employ ideal cardiac and/or venous valves that open and close instantaneously. However, under
normal or pathological conditions, valves can exhibit complex motions that are mainly determined
by the instantaneous difference between upstream and downstream pressures. We present a simple
valve model that predicts valve motion on the basis of this pressure difference, and can be used
to investigate not only valve pathology, but a wide range of cardiac and vascular factors that are
likely to influence valve motion.

Key Words: aortic valve, pulmonary valve, mitral valve, tricuspid valve, venous valve, stenosis,
regurgitation, pulmonary hypertension.

1 INTRODUCTION

Cardiac and venous valves play a crucial role in the function of the cardiovascular system and in
recent modelling studies have been treated in one of two ways. First, in what might be termed
‘valve-centric’ modelling, 3D fluid-structure interactions are modelled in order to study, for exam-
ple, detailed fluid and cusp dynamics associated with mechanical or stenosed valves [1,2]. On the
other hand, in ‘circulation-centric’ modelling, valves form just one component of a more global
cardiovascular model and are generally represented as perfect diodes that open and close instan-
taneously or with a prescribed time-course, triggered on the basis of pressure difference or flow
thresholds [3,4]. The first approach provides information about valve dynamics, but only with re-
spect to local phenomena. In the second approach, a wide range of cardiovascular interactions are
accounted for, but their influence on valve dynamics remains unclear. The purpose of this study
was therefore to formulate a simple model of valve dynamics that can be easily incorporated into
0D/1D models and applied to any cardiac or vascular valve, thus allowing study of system-level
cardio-valvar-vascular interactions.

2 MAIN BODY

Although valve motion is known to be influenced by a number of complex factors, such as vortex
dynamics and the function of the valvar apparatus, the most important factor appears to be the
dynamic pressure difference across the valve. In order to formulate a simple model, we therefore
assume that the rate of valve opening and closure is determined by only two variables, 1) the

99



pressure difference (∆p), and 2) the current position (or ‘state’) of the valve. The net pressure
drop across an open valve can be approximated by the Bernoulli equation [4] as

∆p = Bq |q|+ L
dq

dt
(1)

where q is flow. The Bernoulli resistance (B) governs pressure differences related to convective
acceleration and dynamic pressure losses caused by the diverging flow field downstream to the
vena contracta, and is given by B = ρ/(2A2

eff ), where Aeff is an effective cross-sectional area and
ρ is blood density (1.06 g/cm3). Blood inertance (L) accounts for the component of ∆p related to
blood acceleration and is given by L = ρleff/Aeff , where leff is an effective length. Note that Aeff

incorporates pressure recovery downstream to the vena contracta and is therefore generally larger
than the commonly-employed ‘effective orifice area’. To model dynamic Aeff , we define an index
of valve state (0 ≤ ζ ≤ 1; ζ = 0, closed valve; ζ = 1, open valve) such that

Aeff(t) = [Aeff,max(t)−Aeff,min(t)] ζ(t) + Aeff,min(t) (2)

To allow representation of valve regurgitation, stenosis and varying annulus area (Aann), maximum
(Aeff,max) and minimum (Aeff,min) valve areas can be further expressed as

Aeff,min(t) = MrgAann(t) , Aeff,max(t) = MstAann(t) (3)

In this study, we assume Aann is constant. The parameters Mrg and Mst take values between 0
and 1. For a healthy valve, Mrg = 0 and Mst = 1. A valve with Mrg > 0 corresponds to a leaky
(or regurgitant) valve, since Aeff,min > 0 and total closure cannot occur. In the limit, Mrg = 1
corresponds with an absent valve. By contrast, Mst < 1 corresponds to a stenosed valve (reduced
Aeff,max) or in the extreme, when Mst = 0, an atretic valve.

Smooth valve motion requires that the rate of opening/closure approach zero as the valve ap-
proaches a fully open/closed position. Assuming that valve opening commences when ∆p exceeds
a threshold pressure (popen), the rate of opening is thus considered to proceed according to

dζ

dt
= (1− ζ) Kvo (∆p− popen) (4)

where Kvo is a rate coefficient (units: mmHg−1s−1) for valve opening. Thus, valve opening occurs
at a faster rate when the instantaneous pressure difference is greater and, for a given pressure
difference, at a slower rate as the valve approaches a fully open position. Similarly, valve closure
commences when ∆p < pclose and is governed by the rate coefficient Kvc,

dζ

dt
= ζKvc (∆p + pclose) (5)

To demonstrate the versatility of the proposed valve model, the four cardiac valves as well as one
venous valve are incorporated into a simple closed-loop 0D/1D model of the circulation (Figure
1A). The mitral and tricuspid valves form part of a 0D atrium-valve-ventricle compartment (Fig-
ure 1B) in which heart chambers are represented by the standard time-varying elastance model.
The left/right ventricles (LV/RV) are coupled to short 1D outflow tract segments and the aor-
tic/pulmonary valves. Large arteries and veins are represented as 1D vessels [3], while systemic
and pulmonary peripheral vascular beds are represented by the 0D compartment shown in Figure
1C. All valve threshold pressures are assumed to be zero, except for pclose of the venous valve (3
mmHg), based on [5]. See legend of Figure 2 for other valve parameter values.

For a generic valve, Figure 1D demonstrates the dependence of valve state on instantaneous ∆p.
Note that as the amplitude of ∆p increases, the valve opens or closes at a faster rate. Figure 2 shows
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Figure 1: (A) Schematic of the 0D/1D circulation model, where 0D compartments (boxes) are connected by 1D seg-
ments (thick lines). (B) An atrium(‘a’)-valve(‘av’)-ventricular(‘v’) compartment represents left/right sides of the heart.
Each chamber is represented as a time-varying elastance (E) and pressure-dependent source resistance (R). See text for
description of valve parameters. (C) Peripheral vascular bed model, instantiated as ‘Sys’ and ‘Pulm’ in (A), consisting
of arterial and venous characteristic impedances (Zart, Zven) and compliances (Cart, Cven), and a pressure-dependent
capillary resistance (Ccap). (D) The dependence of valve state (ζ, black line) on a time-varying pressure difference (∆p,
grey line) of increasing amplitude. Abbreviations: AV=Aortic Valve; LA=Left Atrium; LV=Left Ventricle; lvot=left
ventricular outflow tract; MV=Mitral Valve; pa=pulmonary artery; Pulm=Pulmonary vascular bed; pv=pulmonary vein;
PV=Pulmonary valve; RA=Right Atrium; RV=Right Ventricle; rvot=right ventricular outflow tract; sa=systemic artery;
sv=systemic vein; Sys=Systemic vascular bed; TV=Tricuspid Valve; VV=Venous Valve

the simulated valve dynamics for all valves in the 0D/1D model under normal haemodynamic
conditions (black lines) and under various pathological conditions (grey lines), as described below.

Under normal conditions, the aortic valve (Figure 2A) exhibits four phases that have been observed
in vivo [6,7] and are predicted by the model, 1) rapid valve opening when LV pressure initially rises
above aortic pressure, followed by 2) a short period in which the valve remains fully open, 3) a
slow closure phase during the second-half of systole and 4) rapid closure when the ventricle begins
relaxing. With aortic stenosis, the valve opens and closes more slowly (e.g. due to calcification of
valve cusps) and reaches a smaller Aeff when maximally open [7].

The pulmonary valve (Figure 2B) has a similar motion to the aortic valve under normal conditions,
although there is no clear distinction between slow and rapid valve closure phases [8]. A promi-
nent mid-systolic notching is commonly seen in patients with pulmonary hypertension [8] and is
predicted by the model.

The normal mitral valve (Figure 2C) undergoes 1) rapid opening in early diastole when LV pres-
sure falls below left atrial (LA) pressure, 2) partial closure during diastasis when LV-LA ∆p
reverses and then oscillates around zero, 3) full re-opening when LA contraction causes ∆p to rise
and 4) rapid closure due to LA relaxation and LV contraction [9]. The stenosed mitral valve is
restricted when open (lower Aeff ) but remains open throughout diastole [9].

The tricuspid valve (Figure 2D) has a similar motion to the mitral valve under normal conditions
[10]. With tricuspid regurgitation, the valve never achieves full closure, leading to substantial
retrograde flow during ventricular systole and a loss of the partial closure phase during diastole.

Venous valves (Figure 2E) are normally open throughout the cardiac cycle, despite a small amount
of reverse flow [5]. However, tricuspid regurgitation leads to elevated right atrial pressure and
probably causes substantial venous valve motion to prevent reflux [11].

101



Figure 2: Instantaneous effective valve area (Aeff ) for the valves in the closed-loop circulation model (Figure 1A)
under normal physiological conditions (black line) and for a pathological state (grey line) as follows, (A) Aortic valve,
aortic stenosis (Mst = 0.5, Kvo = Kvc = 0.001); (B) pulmonary valve, pulmonary hypertension (Pulmonary Rart ↑,
Cart ↓, ERV ↑); (C) mitral valve, mitral stenosis (Mst = 0.3); (D) tricuspid valve, tricuspid regurgitation (Mrg = 0.5,
ERA ↑, ERV ↑); (E) venous valve, tricuspid regurgitation (as in D). For normal valves, estimated Kvo/Kvc values are
(A) 0.012/0.012, (B) 0.02/0.02, (C) 0.03/0.04, (D) 0.03/0.04 and (E) 0.03/0.03.

3 CONCLUSIONS

The simple model of valve dynamics proposed in this study is suitable for 0D/1D cardiovascular
models and is able to predict typical features of valve motion in normal and pathological condi-
tions. Further work is required to elucidate the limitations and potential uses of this model.
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1. INTRODUCTION 
 

Recent finite element (FE) models provide increasingly accurate descriptions of the deformations, 

stresses and dynamics experienced by the aortic valve [1,2]. To gain clinical applicability and 

facilitate planning for  aortic valve repair, these models must make it possible to address 

asymmetric valves of various sizes, correct dimensions of specific valve components and 

represent the valve transformations from unpressurized to physiologically loaded. The goal of this 

study was to create such a model and evaluate its capability to simulate: 1) correct function in 

normal valves, 2) aortic regurgitation due to annular dilatation and/or leaflet prolapse in diseased 

valves, and 3) surgical techniques for the correction of leaflet dimensions. 
 

2. METHODS AND RESULTS 
 

Methods: Fifteen three-dimensional points and eight 

additional parameters were defined to represent a typical 

trileaflet aortic valve without symmetries. From these 

data, lines and curves were drawn using MatLab (The 

MathWorks) to represent the leaflet contours in partially 

closed position, the aortic sinuses, the left ventricular 

outflow tract (LVOT) and the ascending aorta. These 

curves formed the edges of linear and bicubic Coons 

surfaces [3], each of which was discretized using 

structured meshing. The process was repeated to produce 

several layers. A structured hexahedral FE mesh of the 

whole valve (Fig. 1) was finally generated by connecting 

the nodes from adjacent surfaces. All subsequent 

analyses of the valve were done with commercial FE 

software LS-Dyna (LSTC). The leaflets and the aortic 

Figure 1: Scalable finite element model of an 

aortic valve. Green: ascending aorta and aortic 

sinuses; blue: leaflets; red: base of the valve, 

including the LVOT.  
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tissues were modeled as hyperelastic, transversely isotropic materials using Guccione et al.’s 

model [4]. The dimensions for a symmetric model (Table 1) were obtained from published 

measurements of a rubber silicone mold cast in an unpressurized human aortic valve: series 7 in 

[5]. The material constants c1, c2, c3 in Table 1 were determined such as to reproduce the 

deformations of the valve under static pressurization from 0 to 120 mmHg as described in [5].  
 

Table 1: Symmetric model parameters. Dimensions in mm. C: commissure; L: leaflet; A: aorta. 

Base radius C. radius Valve height Sinus height L. height L. length 

11.75 9.10 17.8 18.33 16 30 

C. height L. thickness A. thickness Sinus radius Sinus max. radius height 

7.1 0.50 1.52 13.30 10 

A. c1 (kPa) A. c2 (-) A. c3 (-) L. c1 (kPa) L. c2 (-) L. c3 (-) 

14.30 4.55 6.10 1.00 200 50 

 

The valve model was then studied over one cardiac cycle by application of known 

pressure pulses. Since the analysis started from the unpressurized geometry, the pressure was 

ramped from 0 up to 80 mmHg before the cardiac cycle started in early systole. In addition, a 

longitudinal stretch ratio of 1.20 was applied to the whole valve to mimic physiological 

conditions [6]. The geometric orifice area (GOA) as a function of time was measured from the 

valve model to evaluate its opening and closing characteristics. Since real valves are rarely 

symmetric, the individual leaflets dimensions shown in Table 2, and consistent with published 

measurements [7], were implemented in an asymmetric model. 

 
Table 2: Asymmetric model parameters. Dimensions in mm. FE: leaflet free edge length, LH: leaflet height. 

Right FE Right LH Left FE Left LH Non-coron. FE Non-coron. LH 

31 15 29 16 30 16 

 

 In further modifications of the symmetric and asymmetric models, the LVOT and 

commissural radii were increased, and the longitudinal stretch ratio decreased until the closed 

valve exhibited a central hole. This created regurgitant (leaky) valves whose surgical repair was 

to be simulated.  

During a repair procedure of the remodeling type, the aortic sinuses and the ascending 

aorta are replaced by a Dacron tube graft recreating pseudo sinuses [8]. In the model, the graft 

material was idealized as isotropic, linearly elastic, with an elastic modulus of 6 MPa, and a 

Poisson’s ratio of 0.49 [9]. The graft size is chosen to bring back functional dimensions to the 

ascending aorta, the sinotubular junction and the aortic sinuses. Additional annuloplasty may be 

used to decrease the dilated LVOT. Depending on the valve geometry and degree of asymmetry, 

leaflet prolapse, where one leaflet free edge sits below the others while the valve is closing, may 

compromise the correct sealing of the valve. This requires a customized correction of the leaflet 

dimensions.  

Herein, three existing leaflet correction techniques [10] were simulated: leaflet 

resuspension (sutures are run all along the leaflet free edge), leaflet central plication (sutures are 

placed at the leaflet center, and run perpendicular to the free edge over 5-10 mm) and leaflet 

commissural plication (sutures are placed at both commissures of the leaflet). Accordingly, 

depending on the case, special finite elements representing 7-0 polypropylene sutures were placed 

along the leaflet free edge length, at the leaflet center or the leaflet commissures. Each of these 

elements connected two selected nodes of the leaflet tissue and was instructed to shrink by a 

controlled amount, thereby mimicking a suture performed by the surgeon. 
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Results: The approach described above successfully produced a scalable FE mesh of a trileaflet 

valve (Fig. 1). Analysis of the static pressurization results showed that the dimensional 

discrepancies between the symmetric model and the data in [5] were less than 12% over the 0-120 

mmHg static pressure range.  

During a cardiac cycle, both the symmetric and asymmetric valve models showed a 

maximum GOA of 4.75 cm
2
, a rapid valve opening velocity of 70 cm

2
/s, a slow closing velocity 

of 6 cm
2
/s and a rapid closing velocity of 33 cm

2
/s. These values compare well with in vivo data 

obtained from transesophageal echography (TEE) in normal aortic valves [11]. While the 

symmetric valve model had a perfectly symmetric closure, the right leaflet showed a slight 

prolapse in the asymmetric valve model. Maximum Von Mises stresses of 840 and 1,012 kPa 

were observed in the leaflets, at the commissures, during diastole, in the symmetric and 

asymmetric models, respectively.  

An increase by 2 mm in the LVOT diameter and by 6 mm in the commissural diameter, 

combined with a decrease in the longitudinal stretch ratio to 1.00, produced regurgitant valves 

with a central hole of 1 and 2 mm
2
 in the symmetric (Fig. 2a) and asymmetric models (Fig. 2b), 

respectively. The right leaflet of 

the asymmetric valve showed a 

pronounced prolapse (Fig. 2b). 

Replacement of the 

dilated aorta by a 24-mm graft 

with pseudo sinuses restored 

correct sealing in the symmetric 

valve model. The asymmetric 

valve model still exhibited a 

pronounced prolapse of the right 

leaflet, which warranted 

individual leaflet correction.  

A 1-mm reduction in the 

free edge length of the right 

leaflet was implemented using 

resuspension, central plication and commissural plication. The simulation results are summarized 

in Table 3. In all the cases, the maximum stress in the leaflets was observed at the commissures, 

the maximum opening of the valve was large to the point that the leaflets hit the graft wall, and 

the rapid opening and slow closing velocities were about twice as large as in normal valves, while 

the rapid closing velocities were in the higher normals [11]. Although all three techniques 

produced competent valves, the leaflets never perfectly closed at the same level, inducing small 

amounts of prolapse for different leaflets depending on the technique. Commissural plication 

yielded the largest central coaptation height, and central plication the smallest. 

 
Table 3: Descriptors of the valve function after repair combining placement of a 24-mm graft with a 1-mm reduction in 

the right leaflet free edge length by three different techniques. VM: Von Mises; GOA: valve geometric orifice area; 

RVO: rapid valve opening; SC: slow closing; RC: rapid closing. L: left; N: non-coronary; R: right. 

Leaflet 

Correction 

Technique 

Max. VM 

Stress 

(kPa) 

Max. 

GOA 

(cm
2
) 

Coaptation 

Height 

 (mm) 

RVO 

Velocity 

(cm
2
/s) 

SC 

Velocity 

(cm
2
/s) 

RC 

Velocity 

(cm
2
/s) 

Comments 

Resuspension 712 5.39 2.7 89 19 70 
Slight prolapse 

of L&N leaflets 

Central 

Plication 
752 5.37 1.6 91 19 70 

Slight prolapse 

of R leaflet 

Commissural 

Plication 
757 5.28 2.9 91 18 70 

Slight prolapse 

of R&N leaflets 

Figure 2: Top and side views of a) the regurgitant symmetric valve 

model, b) the regurgitant asymmetric valve model with prolapse of the 

right leaflet. 
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Discussion: To the authors’ knowledge, this is the first time that leaflet prolapse has been shown 

in a computational model. It appears as the direct consequence of valve asymmetry. The results 

from the simulation of different leaflet correction techniques illustrate that repairing an 

asymmetric aortic valve can be quite challenging, a fact well known to cardiac surgeons [10]. In 

the particular case considered, commissural plication produced the best overall sealing 

characteristics along with acceptable dynamic performance, despite marginally higher leaflet 

stresses. More analyses are granted now that a well validated computational model of the whole 

aortic valve has been established. For instance, attempts can be made to minimize the interference 

between the leaflets and the graft in repaired valves, and explore different amounts of leaflet 

correction. 

 

3. CONCLUSIONS 
 

The proposed FE modeling approach gives access to unprecedented details in the function of 

normal, diseased and repaired aortic valves. This could facilitate aortic valve repair planning. 
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SUMMARY 
 

In this paper, the influence of the upstream boundary condition for the numerical simulation of an 

aortic Bileaflet Mechanical Heart Valve (BMHV) is studied. Two types of upstream boundary 

conditions are discussed and evaluated. First, an inflow velocity profile is imposed at the inlet of 

the valve. Secondly, a geometrical boundary condition is used, which implies that the flow rate is 

governed by the geometrical contraction of the left-ventricle (LV). Both boundary conditions are 

used to simulate a 3D case with the same BMHV. The change in time of the LV volume is 

calculated such that the flow rate through the valve is identical in both cases. The dynamics of the 

BMHV are modelled using fluid-structure interaction (FSI) and only the opening phase of the 

valve is simulated. The simulations show that although the results for the two cases are similar, 

differences occur in the leaflet movement. In particular, when using the velocity profile, the 

leaflets impact the blocking mechanism at their open position with a 25% larger angular velocity. 

Therefore, when one wants to simulate the dynamics of such an impact, the upstream boundary 

condition needs to be chosen carefully. 
 

Key Words: Boundary condition, Left-ventricle, Bileaflet Mechanical Heart Valve, FSI 

 

1. INTRODUCTION 
 

When numerically simulating Bileaflet Mechanical Heart Valves (BMHVs), several types of 

upstream boundary conditions can be used [1,2]. However, since the dynamic movement of the 

valve leaflets is driven by the resulting flow field, the imposed boundary condition needs to be 

chosen carefully. 

Commonly, an inflow velocity profile is imposed at the inlet [1]. Another approach is to 

implement a geometrical boundary condition. For a BMHV in the aortic position, this can be 

done by a contracting left-ventricle (LV), as is discussed in [2].  

In this paper, the use of these two upstream boundary conditions is discussed and evaluated 

through 3D numerical simulations. 
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2. METHODS 
 

In this section, the used 3D cases are discussed. First, the numerical simulation of the dynamics 

of a BMHV is described. Subsequently, the details of the used boundary conditions are discussed. 
 

2.1  Fluid-Structure Interaction simulation of the BMHV 
 

The numerical simulation of a BMHV is a complex Fluid-Structure Interaction (FSI) problem 

because the movement of the leaflets strongly interacts with the surrounding fluid motion and, 

therefore, the dynamic equilibrium at the fluid-structure interface needs to be taken into account. 

The dynamics of the BMHV with rigid leaflets is calculated by a recently developed FSI 

algorithm [1]. This strong coupling algorithm uses separated solvers for the flow and the 

structural domain. It predicts the moments (and thus the angular accelerations) for the next 

coupling iteration through a linearization of Newton’s Second Law with a finite difference 

approximation of the Jacobian. The components of this Jacobian are the derivatives of the 

moments (exerted by the flow on the leaflets) with respect to changes in leaflet angular 

accelerations. The Jacobian is numerically derived from the flow solver by variations of the 

leaflet positions. A more detailed description of the FSI algorithm can be found in [1]. 

The BMHV used in the simulations, is a simplified model of the 25mm ATS Open Pivot Standard 

Heart Valve in aortic position with the orifice inner diameter measuring 20.8mm [1]. 
 

2.2  Boundary Conditions  
 

Downstream of the valve, the geometry consists of a rigid straight tube with diameter 22mm. A 

pressure is imposed at the outlet boundary, since in a rigid geometry the pressure level does not 

affect the flow field (only the pressure gradient appears in the equations). 
 

Upstream of the valve, the flow rate is specified. This is done by the use of two different 

boundary conditions, which results in two cases, as is visualised in Figure 1.  
 

      
(a)                                                                           (b) 

                                                                       

Figure 1: View on the geometry of the simulated cases, with the boundary conditions.  

Downstream: pressure outlet (in red). Upstream: (a) inflow velocity profile (in blue), (b) contracting LV. 

In the first case, a rigid straight tube (with diameter 22mm) is placed upstream with a velocity 

profile imposed at the inlet. The used velocity profile is an aortic flow pulse with a time cycle of 

1s and is displayed in Figure 3.a. It is the same uniform velocity profile that is used in [1]. 

The second case consists upstream of a contracting LV, as is done in [2]. The shape of such a LV 

is usually modelled as a prolate spheroid [3]. The short-to-long-axis ratio of the spheroid is kept 

constant at 0.5, which is considered the normal reference for a human LV [4]. The change in time 

of the LV volume is calculated such that the flow rate through the valve is identical in both cases. 
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An end-diastolic volume of 111ml is chosen. Contraction results in an end-systolic LV volume of 

approximately 41ml. Both volumes are well within the reference range for healthy men [3].  

Both geometries are meshed with approximately 800 000 tetrahedral cells. Blood is modelled as a 

laminar incompressible Newtonian fluid with density and viscosity equal to respectively 1050 

kg/m
3
 and 4E-3 Pa∙s. A no-slip boundary condition is applied at the walls. 

 

3. RESULTS 
 

The opening phase of the valve leaflets is simulated from t = 0s (begin of systole) to t = 0.125s 

(peak of systole). The velocity flow field is visualised in Figure 2 on a longitudinal cut plane at t 

= 0.2s. It shows that the flow through the valve is similar in both geometries. 

    
Figure 2: Velocity flow field (in m/s) at t=0.2s. (a) inflow velocity profile, (b) contracting LV.  

 

The movement of the leaflets is depicted in Figure 3. Since the resulting leaflet motion is 

symmetric, only one of the two leaflets of each case is shown for clarity. The angular positions 

(Figure 3.a) are calculated relative to the fully opened position. Therefore, 0% refers to the closed 

position and 100% refers to a fully opened leaflet. 

 

 
Figure 3: Plot of the aortic flow velocity (a) and the leaflet movement: angular position (a),  

angular velocity (b). Aortic flow velocity (∙∙∙), Leaflet with ventricle (---), Leaflet with velocity profile (—).  

The impact at the open position is zoomed at the right. 
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It can be seen that although the results for the two cases are similar, differences occur in the 

leaflet movement. In particular, the leaflet reaches the fully open position a little sooner when 

using the velocity profile. Furthermore, when using the velocity profile, the leaflet impacts the 

blocking mechanism with a 25% larger angular velocity which will result in larger stresses in the 

leaflets. Also, the moments on the leaflets in the open position (after the impact) remain the 

largest when using the velocity profile (Figure 4). 
 

 
Figure 4: Plot of the moments: Leaflet with ventricle (---), Leaflet with velocity profile (—). 

The impact at the open position is zoomed at the right. 

 

4. CONCLUSIONS 
 

In this paper, two types of upstream boundary conditions are used to simulate the dynamics of a 

BMHV. A first case consists of a rigid straight tube with a velocity profile imposed at its inlet. In 

the second case, the upstream rigid tube is replaced by a contracting LV. The contraction of the 

LV at every time level induces a flow rate that is identical to the flow rate due to the velocity 

profile. It is shown that a change in the specified upstream boundary condition can result in 

different leaflet motion. In particular, when using the velocity profile, the leaflets impact the 

blocking mechanism at their open position with a 25% larger angular velocity. Therefore, when 

one wants to simulate the dynamics of such an impact, the upstream boundary condition needs to 

be chosen carefully. 
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SUMMARY 
 
Mitral valve repair surgeries are performed for a wide variety of cardiac pathologies.  The in-vivo 
dynamic stress history is an essential step in the study of the repair durability.  In this work, we 
employed a nonlinear structural constitutive model to estimate the stress in an ovine mitral valve 
anterior leaflet during the full cardiac cycle using in-vivo deformation measurements.  To obtain 
the leaflet mechanical properties, a series of biaxial tests were performed on the anterior leaflets 
and the stress-strain data was fitted to the nonlinear constitutive model.  The maximum second 
Piola-Kirchhoff stress was 355 kPa and 302 kPa in the circumferential and radial directions, 
respectively.  The proposed method could be used to predict the dynamic changes in the leaflet 
stress when the valve structure and/or loading are changed via surgical procedures. 
 
Key Words: repair surgery, nonlinear curve fit, dynamic stress. 
 
1. INTRODUCTION 
 
Application of mitral valve (MV) repair surgeries is ubiquitous. Nowadays, all patients with 
degenerative valvular diseases and the majority of patients with other types of valvular diseases 
benefit from MV repair surgeries [1].  Currently, the main three principles of repair surgeries 
defined by Carpentier [2] are: (i) preserving or restoring full leaflet motion, (ii) creating large 
surface of coaptation, and (iii) remodeling and stabilizing the annulus. Following Carpentier’s 
principles has reduced MV-repair-related intra-operative and short-term post-operative mortality. 
Recent long-term studies using more rigorous definitions of failure, however, have identified less 
optimistic results for repair durability.  In most cases, failures were a result of disruption at the 
leaflet, chordal, or annular suture lines.  These failure modes suggest excessive tissue stress as an 
etiologic factor.   

The purpose of this study was to develop a method to compute the stress in the center of the MV 
anterior leaflet from the dynamic in-vivo strain measured experimentally.  Numerous in-vivo and 
in-vitro studies (e.g.[3, 4]) have been conducted to quantify MV dynamic strain.  In the current 
work, we used in-vivo strain data obtained from our well-established ovine model [4] and a 
nonlinear structural constitutive model [5] to calculate the leaflet in-vivo stress.  
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Figure 1. Second Piola-Kirchhoff stress versus stretch for a typical equi-stress biaxial mechanical 
test along with the model predicted values.  S11 and S22 are the normal stress components of the 
second Piola-Kirchhoff stress tensor along the circumferential and radial directions, respectively. 
The data points are thinned 10 folds only for the purpose of illustration. 
 
2. METHODOLOGY  
 
Our structural constitutive model was described previously [5].  Briefly, the tissue level second 
Piola-Kirchhoff stress tensor S  was defined by 

S = R !( )"#
2

#
2$  SensN%N d!          (1)  

with !  being the fiber orientation and N  being the unit vector along the undeformed fiber, both 
defined in the material (undeformed) coordinate system.  The effective fiber ensemble stress Sens  
and the fiber angular distribution R !( )were defined by 

Sens = d1 exp d2!
ens "1( )         (2) 

R !( ) = 1
" 2#

exp
$ ! $ µ( )2
2" 2

%

&
'
'

(

)
*
*

       (3)  

where d1 and d2 were fiber ensemble material parameter and R !( )  was defined by a Gaussian 
distribution with µ  and !  being its mean and standard deviation, respectively.  The ensemble 

Green strain ! ens  was calculated using tissue level Green strain tensor E : 

! ens = NTEN           (4) 

where  
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E =
1
2
FTF !1( )          (5) 

with F  being the deformation gradient tensor.  

To estimate the unknown parameters d1 ,d2 , µ , and ! , biaxial mechanical tests were performed 
on the excised ovine MV anterior leaflet.  The parameters were calculated by fitting the 
experimental results to the constitutive model using MATLAB lsqcurvefit function.  

The in-vivo leaflet deformation was obtained via transducer implantation in a male Dorsett sheep 
with four transducers sutured on the anterior leaflet midsection.  Sonomicrometry array 
localization was used to determine the 3D coordinates of each transducer every 5 ms throughout 
the cardiac cycle [6].  The leaflet deformation gradient were computed based on previously 
detailed methods [6] via a finite element-based surface interpolation technique using a convective, 
in-surface coordinate system.  The in-vivo deformation gradient was subsequently multiplied by 
ex-vivo-to-in-vivo deformation gradient to obtain a same reference frame for both in-vivo 
sonomicrometry data and ex-vivo mechanical tests.  Finally, the in-vivo stress was calculated from 
the in-vivo deformation using equations (1-6) and fitted material parameters. 

3. RESULTS  
 
Figure 1 shows the results of a typical biaxial test.  For a set of three-protocol experiments (S11 = 
S22, S11 = 0.75 * S22, and S22 = 0.75 * S11), the fitted parameters d1 , d2 , µ , and !  were 

0.0538 kPa, 34.45, 15.48 
! , and 3.031 

! , respectively.  As shown in Fig. 1, the model fitted the 
experimental data reasonably well (R2 = 0.93 in the circumferential (11) and R2 = 0.97 in the 
radial (22) directions).   

Figure 2 shows the in-vivo stress and strain values during three cardiac cycles.  The peak stress 
value was 355 kPa and 302 kPa in the circumferential and radial directions, respectively (Fig. 2a).  
The strain in the circumferential direction was smaller than the circumferential direction (Fig. 2b).  
In both directions, the stress value was fairly unchanged from one cardiac cycle to the next.  As 
shown in Fig. 2c, the circumferential and radial stress values were maximized roughly at the peak 
left ventricular pressure.   

4. CONCLUSIONS 
 
We calculated the leaflet stress from the dynamic in-vivo deformation data.  Using a nonlinear 
constitutive structural model provided a better estimation of the leaflet stress in comparison to 
previous isotropic and orthotropic linear models (e.g. [7, 8]).  Our dynamic in-vivo stress 
calculation could provide a framework to evaluate the accuracy of our future structurally and 
anatomically accurate MV finite-element models.   

Our method could also be employed in obtaining in-vivo leaflet stress following numerous MV 
repair tourniquets.  A fundamental aspect of MV repair is the relation between leaflet geometry, 
tissue stress and homeostasis. The long-term goal in our laboratory includes further investigating 
the etiology of MV repair failure and studying how changes in leaflet tissue stress affect MV 
interstitial cell biosynthetic abilities, and how these changes in-turn affect MV repair durability.  
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Figure 2. Dynamic circumferential (11 direction) and radial (22 direction) strain and stress values 
during three cardiac cycles: (a) Second Piola-Kirchhoff stress versus time, (b) Green strain versus 
time (c) Second Piola-Kirchhoff stress versus left ventricular pressure (d) Second Piola-Kirchhoff 
stress versus Green strain 
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SUMMARY

Imaging-based computational fluid-structure interaction (FSI) analysis of cardiac valve mechan-
ics is an important step toward patient-specific analysis. In addition, a Lagrangian-FSI analysis
of imaging based cardiac analysis holds the promise for robustly investigating the role of interfa-
cial shear stresses on valve mechanics in health and disease. In this study, we present a survey
of our evolving methods for performing robust Lagrangian-FSI simulations of imaging based car-
diac valve geometries in LS-DYNA, as well as outline outstanding challenges shared by the valve
modeling community. Topics include 1) development of a parallel Lagrangian incompressible FSI
solver; 2) implementation of a unified passive/active large-deformation, anisotropic, nearly in-
compressible constitutive model; 3) topologically correct image processing; 4) 3D fiber mapping;
5) grid adaptivity; 6) a novel computational mesh dynamics formulation that supports contact; 7)
and automatic prismatic boundary-layer generation. This work was in part supported by National
Institutes of Health (NIH) Research R01HL092926-01A2 (Karyn S. Kunzelman, PI)

Key Words: cardiac valves, fluid-structure interaction, imaging.

1 LAGRANGIAN-FSI IN LS-DYNA

The new FSI solver in LS-DYNA, is a finite element - rather than finite volume - Lagrangian
method in that all interfaces are boundary fitted with the immersed structure. Internal nodes,
however, are treated in an arbitrary Lagrangian-Eulerian (ALE) manner. A summary of the method
is given in [1].

Recent developments include

1. parallel support for the solution of the equations of motion

2. automatic grid remeshing - if necessary - including, edge flips, edge-collapase and edge-
bisection

3. a robust node repositioning scheme based on Gradient Weighted Moving Finite Elements
that supports immersed contact

Results on an idealized imaging based geometry are shown in Figure 1.
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2 CARDIAC TISSUE CONSTITUTIVE MODEL IN LS-DYNA

Figure 1: Lagrangian-FSI simulation of turbu-
lent flow through an idealized imaging-based aortic
valve and root.

In [2], we proposed a three-dimensional
splay invariant, based on a computation-
ally efficient approximation of a three-
dimensional Gaussian distribution of fibers.
Herein, we briefly describe the implemen-
tation of an extension of that constitutive
model as a standard material option avail-
able in LS-DYNA. The implementation in-
cludes two innovations of note for imaging-
derived cardiac valve FSI. First, an active
term for accounting for myofibers based on
the same splay invariant is included. Sec-
ond, we included a mechanism for directly
incorporating either diffusion tensor data,
or mapped fiber data from other sources,
such as histology. We briefly describe these
developments below. In terms of the 2nd

Piola-Kirchhoff stress, the model is:

S = κJ (J − 1) C−1 + µJ−2/3DEV
[

1
4

(
I −C−2

)]
+

n∑
i=1

σi (λi) J−2/3DEV [Ki] +

n∑
i=1

ε (λi) J−2/3DEV [Ki] (1)

where S is the second Piola–Kirchhoff stress, J is the Jacobian and κ is the bulk modulus; σi is
the passive fiber stress–strain rule for the ith (1 or 2) fiber population. Similarly, ε is the active
fiber stress-strain rule, and DEV is the deviatoric projection operator, and C is the right-Cauchy
deformation. The dispersed fourth invariant is:

λ2
i = tr

[
KC

]
(2)

where C is the isochoric part of the right Cauchy deformation. Note that, λ is not a stretch in
a classical sense, as K embodies the concept of dispersion. K is called the dispersion tensor or
anisotropy tensor and is given in global coordinates. The passive (σ) and active (ε) fiber models
are defined in the fiber coordinate system. In effect, K rotates and weights these 1D models, such
that they are both three-dimensional and in the Cartesian frame.

In the case where, the splay parameters described in [2] are specified, K is given by:

Ki = QikiQT
i (3)

Ki = Qi


1
2

(
1 + e−2ς2i

)
0 0

0 fi

2

(
1− e−2ς2i

)
0

0 0 1−fi

2

(
1− e−2ς2i

)
QT

i (4)

116



Figure 2: Computation of valvular collagen orientation based on notions of fiber synthesis.

where Qi is the transformation tensor that rotates ki from local coordinates to global Cartesian
coordinates. In this case

However, in the case where diffusion tensor data is available, K is given by:

Ki = QT
ikiQi (5)

Ki = QT
i

 χ1 0 0
0 χ2 0
0 0 χ3

Qi, (6)

where the χ are the DTI eigenvalues. Note that in this case the transformation goes the other way
since the χ values are given in a global not local coordinate system.

These developments are important since they enable, for example in the case of the mitral valve,
a single unified approach to modeling valve leaflets, chordae, papillary muscles and myocardium.
They also enable modeling the recently discovered active behavior of valvular tissue.

3 3D FIBER MAPPING AND COMPUTATION

While the above formulation enables the direct incorporation of DTI data (or histology data), such
data are unfortunately unavailable for valve leaflets, chordae which are finer then current DTI
resolution.

To initialize these regions, we have derived a geometric result (Figure 2) which has its roots in
an understanding of collagen synthesis and valvular mechanics. The gist of the method is that we
have some certainty with respect to some areas of alignment. For example, we know that the fiber
orientation is mostly aligned with the axis of the chordae, and the free edges of the leaflets. In
addition, we know that the fiber field to be mechanically optimal must be slowly varying.

Let Ω be the volume over which fiber orientations need be determined, and S be the set of seed
points where the fiber directions d̂ are known. We solve Laplace’s equation for the 3x3 matrix M
over Ω with Dirichlet boundary data constructed from d̂:

∇2M(x) = 0, x ∈ Ω \ S
M(x) = d̂d̂T , x ∈ S.
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Figure 3: Segmented imaging-based mitral valve: lateral view (left) and ventricular view (right).

The solution M(x) over Ω \ S is then decomposed into an eigenvalue decomposition:

M = E

 λ1 0 0
0 λ2 0
0 0 λ3

ET , (7)

with λ1 ≥ λ2 ≥ λ3 ≥ 0. The first (orthonormal) column vector e1 in E is taken to be the fiber
direction at each point x in Ω \ S.

For completeness, it should be mentioned that the mapped fiber direction is a mean fiber direc-
tion. Mesh segmentation algorithms must be applied to differentiate ontologies corresponding to
’vessel’, ’leaflet’ or ’chordae’ to correctly assign material behavior to each region.

4 SEMI-AUTOMATIC SEGMENTATION OF COMPLEX VALVU-
LAR GEOMETRIES

We have developed an adaptive semi-automated segmentation approach that faithfully captures
the complexities of valvular geometry while preserving correct topology. Figure 3 illustrates this
approach applied to the mitral valve.

5 CONCLUSIONS

Imaging-based analysis of cardiac valve presents some formidable challenges. We have present
some of our recent developments in LS-DYNA to meet these challenges.
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SUMMARY 

 
Pulmonary valve (PV) replacement surgery is one treatment option for infants born with 
congenital pulmonary valve defects. The unloaded shape of leaflet for replacement is essential to 
the normal function of PV after replacement surgery. In this study, an approach for optimal leaflet 
shape design based on finite element (FE) simulation of tissue engineered pulmonary valve 
(TEPV) is presented. The mechanical properties of the material for leaflet replacement are 
measured by biaxial tension testing and flexural testing. The material is modelled as transversely 
isotropic hyperelastic material using generalized Fung-type constitutive model for FE simulation. 
The optimal shape of leaflet is determined by minimizing the error between the deformed leaflet 
shapes obtained from FE simulation of TEPV and microCT scan of a native ovine PV. This study 
aims to provide a guide on designing the shape of leaflet for PV replacement surgery.           
 
Key Words: Tissue engineering, constitutive modeling, finite element, biomechanics. 
 
1. INTRODUCTION 
 
      The pulmonary valve (PV) is located between the right ventricle and pulmonary artery. The 
normal pulmonary valve has three leaflets. The three leaflets open to permit the blood to flow into 
the pulmonary artery during ventricular systole, and close to prevent the blood backflow into the 
right ventricle at the end of systole. The movement of the three leaflets is critical to the function 
of the pulmonary valve. PV replacement surgery is one treatment option for infants born with 
pulmonary valve defects. Tissue engineered pulmonary valve (TEPV) is one approach that has 
the potential to serve as a replacement pediatric heart valve with the potential for somatic growth. 
In TEPV development, single leaflet replacements can assist in developing candidate biomaterials 
and modelling their responses to in-vivo function. However, the unloaded shape of leaflet is 
usually determined by experience, which may result in abnormal valve function due to 
incomplete coaptation of leaflets. The mechanical response of PV leaflet under transvalvular 
pressure is determined mainly by several key factors: mechanical properties of material, leaflet 
shape and thickness. Electrospun poly (ester urethane) ureas (ES-PEUU) biomaterials exhibit 
mechanical properties similar to the native PV material [1]. In this work we present an approach 
to determine the optimal leaflet shape utilizing a single sheet of ES-PEUU for single leaflet 
replacement surgery via finite element (FE) simulation. The material properties of ES-PEUU 
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scaffold for leaflet replacement are obtained from biaxial in-plane tension test and three-point 
bending flexural test. By perturbing the initial shape of leaflet and simulating its quasi-static 
deformation under PV diastolic loading, the optimal shape of unloaded leaflet is determined by 
comparing the deformed shape of leaflet obtained from simulation of TEPV with the one from 
microCT scan of a native ovine PV.  
 

2. METHODS 
 
2.1 Mechanical testing. Both biaxial in-plane tension testing and three-point bending flexural 
testing are conducted to measure the mechanical properties of ES-PEUU. For details of the 
testing procedure see our previous work in [2, 3]. 
 
2.2 Material constitutive modelling. Generalized Fung-type hyperelastic model [4] is utilized in 
this study. The strain energy U is defined as:  

 
where  with c and    being material parameters and   being the Green-

Lagrange strain tensor. The second Piola-Kirchhoff stress tensor  is defined as: 

 
 
2.3 Material parameter estimation. Both biaxial testing and flexural testing data are used to 

estimate the material parameter c and . For fully anisotropic material, there are 21 

independent components . In our study, we assume the material is transversely isotropic and 
the number of independent components is reduced to 5. For the case of plane stress, the stress-
strain relationship can be written as: 

 

                
By fitting biaxial tension experimental data, we can obtain the material parameter c and 4 

independent coefficients of  . The five independent components of    can be obtained by 
FE simulation to match the bending moment-curvature data from three-point bending testing. 
 
2.4 Leaflet geometry. The same design parameters used for aortic leaflet design are used in this 
study since the shape of pulmonary valve is similar to aortic valve. For a normal three-leaflet 
pulmonary valve, the geometry model of a single leaflet can be constructed in terms of five 
parameters [5] as shown in Figure 1. 
 
2.5 Finite element modelling. To simulate the quasi-static deformation of ES-PEUU leaflet 
under 18 mmHg transvalvular pressure, the commercial finite element software package 
ABAQUS (Dassault Systèmes Simulia Corporation, Providence, RI) is used. Assuming that the 
three-leaflet pulmonary valve is perfect symmetric, only one leaflet for replacement is modelled. 
The contact of the leaflet with the other two leaflets is assumed to be rigid. Except the free edge 
of leaflet, fixed boundary conditions are imposed on all the other leaflet edges. A uniform 
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pressure is applied on the leaflet surface and remains vertical to the surface as the leaflet deforms. 
The ES-PEUU material is modelled as transversely isotropic hyperelastic material using built-in 
generalized Fung-type form in ABAQUS/Explicit.   
 

                         
Figure 1: Design parameters of open leaflet model [5]. 

 
2.6 Error estimation.  The deformed shape of ES-PEUU leaflet from FE simulation is compared 
with the shape of native leaflet obtained from microCT scan. The error E between the two shapes 
is defined to be 

 
where  is the surface of leaflet from FE simulation,  is the surface of leaflet from microCT 
scan, and  is the distance between a point p in  and the surface . This method has 
been implemented into the software Metro [6]. 

 
Figure 2: Design flowchart for optimal leaflet shape. 

 
2.7 Design flowchart. A process flow for optimal leaflet shape was developed (Figure 2). 
Starting with the initial design parameters that describe the shape of open leaflet, these 
parameters were then passed to a Python script. The Python script is used in ABAQUS/CAE 
scripting interface to create the finite element model of leaflet automatically. Once the finite 
element model is available, the quasi-static deformation of leaflet under transvalvular pressure is 
simulated using ABAQUS/Explicit. With Metro, the deformed shape of leaflet from simulation is 
then compared with the deformed shape from microCT scan. If the error between the two shapes 
is not acceptable, we perturb the design parameters of the initial shape of leaflet and repeat the 
above steps until the optimal shape is obtained.  
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Python script 

 
FE model 
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Material model 

 

Deformed shape 
from simulation 
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  from microCT scan 
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Rb: radius of base 
Rc: radius of commissures 
H:  leaflet  height 
Hs: height of commissures 
β:   angle of open leaflet 
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Figure 3: Leaflet images from microCT scan and FE simulation. 

  
2.8 Results. High resolution image of a native ovine pulmonary valve and the segmented image 
of single leaflet are shown in Figure 3(a) and 3(b), respectively. The deformed shape and Von-
Mises stress contour of TEPV leaflet under 18 mmHg transvalvular pressure are shown in Figure 
3(c). It can be seen that the deformed shape of leaflet from FE simulation is very close to the 
shape of native leaflet obtained from microCT scan. In the present study, the simulation results 
are obtained from ABAQUS/Explicit, which uses an explicit time integration method. The total 
kinetic energy of the whole FE model is less than 1% of total strain energy, which means that the 
deformation can be considered to be quasi-static and the numerical results are acceptable. 
  

3. CONCLUSIONS 
 
A design approach of TEPV leaflet shape for single leaflet replacement surgery has been 
developed by incorporating experimental testing with FE simulation. The optimal shape of TEPV 
leaflet is obtained. This approach can guide the design of the leaflet shape for PV replacement 
surgery. In future studies, structural constitutive model [1] will be implemented and applied to 
analyze the mechanical behaviour of native and engineered soft tissues.   
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SUMMARY 
 
Two breast elastography techniques are presented. One technique uses tissue displacement and 
surface force data to reconstruct the Young’s modulus of tumor and normal tissues. The other 
uses tissue displacement data to reconstruct the tissue hyperelastic parameters. These techniques 
employ a constrained reconstruction approach that lead to an iterative algorithm. Each iteration 
involves a finite element analysis for tissue stress calculation. To speed up the reconstruction, a 
very fast statistical finite element technique was incorporated in the algorithm paving the way for 
real-time reconstruction. In silico and breast tissue mimicking phantoms indicated that real-time 
and reasonably accurate reconstruction of the tissue absolute Young’s modulus and relative 
hyperelastic properties is possible. 
 
Key Words: breast cancer, elastography, real-time, hyperelasticity, reconstruction algorithm  
 
 
1. INTRODUCTION 
Among cancer related deaths, breast cancer is ranked second worldwide. During lifetime 1 out of 
each 8 women develop breast cancer. In the USA it is estimated that ~40,000 women will die 
from breast cancer in 2010 [1]. Early detection of breast cancer is key to its successful treatment. 
Breast cancer screening or diagnostic techniques such as manual palpation, X-ray mammography, 
ultrasound (US) and MRI have known weaknesses. These include low sensitivity and specificity, 
ionizing radiation or high cost [2]. Elastography is an alternative imaging technique developed 
with aim of addressing some of the these drawbacks [3,4,5]. Elastography reconstruction 
techniques can be formulated as inverse problems. Depending on the accuracy of modeling tissue 
stress distribution inverse problems may lead to straight forward or complex computational 
problems. In strain imaging the stress is assumed to be uniform leading to very fast estimation of 
the relative Young’s modulus (YM). While suitable for real-time imaging, this technique suffers 
from producing significant artifacts [3]. Other techniques employ continuum mechanics equations 
to develop inverse problem formulations for image reconstruction. While they provide accurate 
images of relative elastic modulus, the computation involved in their reconstruction process is 
highly demanding. Such techniques are, therefore, not suitable for real-time applications such as 
breast needle biopsy guidance. To address the shortcomings of these techniques, we developed a 
highly accurate and yet fast breast US elastography method [6]. This method uses tissue 
displacement and surface force data to image the absolute (YM) of breast tumour in real-time 
fashion.  
 

123



Under small deformation breast tissues exhibit linear response; hence elastography reconstruction 
algorithms based on linear elasticity are sufficient. If breast tissue stimulation involves large 
compression, such algorithms become less reliable as the tissue deviates from linear elasticity. In 
such cases, more accurate reconstruction techniques can be developed based on inverse problem 
formulations with tissue hyperelastic models as their forward models. In such techniques 
hyperelastic parameters can be reconstructed. There are several advantages to this approach 
including achieving high signal-to-noise ratio (SNR), reconstructing hyperelastic parameters 
which are independent of the amount of the compression, and obtaining more valuable diagnostic 
information [7]. In this article, we present a novel technique to reconstruct breast tissue 
hyperelastic parameters. Here, we use the Veronda-Westman hyperelastic model which has been 
recently used by other researchers [8]. Unlike other nonlinear elastography techniques, this 
technique does not involve optimization or regularization, hence it is more efficient.  

The presented techniques involve iterative linear and nonlinear finite element (FE) analysis, 
respectively. To accelerate the parameter reconstruction we employed a statistical FE method [9]. 
For the linear elastography technique multi-focal tumor cases are also investigated. In silico and 
tissue mimicking phantom studies have demonstrated the feasibility of accurate absolute YM or 
hyperelastic parameter reconstruction in real-time fashion.  

 

2. Methods and Results 
 
2. 1. Linear Elastography Methods 
The linear elastography system is capable of reconstructing the absolute YM.  This system 
involves a Sonix RP ultrasound machine (Ultrasonix Medical Corporation, BC, Canada) for B-
mode and axial strain image acquisition. It also involves a surface force data acquisition system 
attached to the ultrasound probe that facilitates imaging the absolute YM. This investigation 
involves in silico breast phantoms with single or multiple inclusions simulating multi-focal breast 
cancers. In US elastography the FOV is limited to a portion of the breast. Part of this research was 
dedicated to a numerical study to assess the impact of using approximated breast shape in FE 
modeling. In this numerical study a trapezoidal area was used to construct an approximate breast 
FE model. A gelatin-agar phantom with a single stiff inclusion mimicking breast cancer was also 
studied. The reconstruction algorithm follows the constrained elastography concept proposed by 
[10]. This algorithm takes advantage of the US image information to determine the tumor area. 
The algorithm assumes that the YM variations within the tumor and normal tissue areas are 
insignificant. This leads to an iterative YM reconstruction procedure which involves YM 
updating using Hooke’s law followed by stress field calculation. While FEM is highly accurate 
for stress calculation, its computational procedure is highly involved; hence it precludes real-time 
YM reconstruction. To make real-time reconstruction possible, we developed a statistical finite 
element method (SFEM) which is capable of stress estimation in a split of a second [9]. This 
method establishes a relationship between shape space of an organ (e.g. breast) while undergoing 
a given loading (e.g. US probe compression) with its corresponding stress field. The premise of 
this method is that, under a given loading, there is a high degree of similarity between the organ’s 
shape space and its stress field. The SFEM process involves two steps. The first is conducting FE 
analysis of a large number of 2D block-shaped or trapezoidal numerical phantoms with different 
tumor geometry, location, and randomly generated YM values of background and tumor. These 
phantoms undergo linear loading pertaining to US probe pressure. In this step we establish a 
relationship between shape space and FE space by using an optimized Neural Network (NN).  In 
the second step, we use the NN to find the stress field for the actual phantom by inputting its 
shape parameters. By combining the computed stress field with the strain field acquired by the 
US system via Hooke’s law, we are able to reconstruct the inclusion and background tissue’s 
absolute YM. 
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2. 2. Nonlinear Elastography Methods 
Similar to the linear system, this nonlinear elastography system also involves a Sonix RP 
ultrasound machine for B-mode and strain image acquisition. As a typical elastography 
technique, the core of this technique is its inverse problem of tissue hyperelastic parameters 
reconstruction. The inverse problem in this technique is based on the constitutive relationship of 
incompressible hyperelastic materials, which has the following general form: 

       
(1) 

In this equation  is the deviatoric stress,  indicates the deviatoric part, and  is a strain 
energy function chosen by the user. , , ,  and  are functions of displacements, hence 
they  can be calculated using the acquired displacement data. In this work, the Veronda-Westman 
strain energy function is employed which uses three parameters ( and ) to describe tissue 
nonlinear behavior: 

        (2) 

To formulate the inverse equations the Veronda-Westman function in Eqn. (2) is substituted in 
Eqn. (1) leading to: 

   (3) 

Since this equation is nonlinear in terms of  and , a simple matrix-based equation system 
inversion cannot be employed. One possible way to determine the C hyperelatic parameters is via 
nonlinear optimization. Such approach is computational time demanding and prone to issues such 
as lack of a unique solution. As an alternate approach, we developed a novel technique to 
determine the hyperelastic parameters. The main idea of this technique is to use a mathematical 
approximation to the exponential term of the Veronda-Westman energy function. For this purpose 
MATLAB’s ployfit function approximation was used, which is the closest Polynomial 
approximation using the Least Squared errors measure. With this approximation, a change of 
variables scheme was used to change the system of equations into an equivalent linear system of 
equations. Hence, this linear system was solved for the new variables. Finally, the unknown 

 and  parameters are determined using the calculated new variables. The whole 
procedure consists of three steps. In each step, one of the unknown parameters of  and  
is reconstructed. Similar to linear elastography, the iterative constrained reconstruction concept 
was used. Again, each iteration involves updating the  and  hyperelastic parameter 
values for each tissue region by averaging the values over its volume followed by stress 
calculation. Convergence occurs when the difference of tumours’ hyperelastic parameters values 
obtained in two consecutive iterations is less than a preset value. To accelerate the reconstruction 
process, the SFEM technique was used to analyze the stress of the nonlinear model. Note that 
Eqn. (3) involves both of the two displacements components in 2D problems. As the Sonix RP 
system provides the axial displacements only, we developed an Optical Flow (OF) based 
technique that incorporates the acquired axial displacements into the OF governing equations. 
This research involves in silico and a Poly Vinyl Alcohol (PVA) breast phantoms with a single 
inclusion. To achieve tissue nonlinear behavior, the PVA phantom layers were subjected to 
variable freeze-thaw procedures. The hyperelastic parameters of each tissue mimicking layer in 
the phantom was measured independently using a uniaxial test. 
 
2. 3. Linear Elastography Results 
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The proposed method was evaluated using 1000 FE numerical phantom models with two 
inclusions. The first 800 generated FE models were fed into the NN for training. To tune up the 
neural network, 100 models from the generated dataset were used as a validation set during training. 
The remaining 100 generated dataset were used to test the NN function. YM reconstruction errors 
are given in Table 1. This reconstruction took only 0.36 sec on a regular desktop computer with 
2.66 GHz Intel CPU. These results indicate that using the proposed method for developing a highly 
accurate real-time US elastography of multi-focal breast cancer is feasible.  
 
 
 
 
 
 
 
 
Simulation with the approximate trapezoidal breast model led to a maximum tumor YM 
reconstruction of up to 20%. YM reconstruction of the gelatine-agar phantom indicated errors of 
less than 6%. 
 
2. 4. Nonlinear Elastography Results 
True values of the PVA phantom layers, which are obtained by uniaxial testing, are given in Table 
2. This table includes the corresponding reconstruction results. These results indicate that fast 
hyeprelatic parameter tissue reconstruction with high accuracy is feasible. 

Table 2. True Parameters and Constructed Parameters ( and  are in ,  is unitless) 
 
 
 
 
 
 

3. CONCLUSIONS 
The obtained results are promising and indicate that the developed system is capable of 
conducting real-time linear and nonlinear elastography with sufficient accuracy. Errors due to US 
limited FOV in breast elastography may lead to significant errors of up to 20%. This shortcoming 
can be addressed by incorporating a surface shape measurement module into the elastography 
system. 
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Parameter Adipose Fibroglandular Tumor Reconstruc
-ted value 

Error (%) 

 4.3 6.6 9.1 9.9 8.8 

 -0.6 -3.0 -1.7 -1.9 11.8 

 1.56 2.00 2.59 2.76 6.6 

Table 1: Percentage average errors of YM reconstruction  
Geometry 

 
 
Tissue type 

Phantoms with 
single tumour 

Phantoms with 
two tumours 
in two sections 

 

Phantoms with 
two tumours 
in one section 

 
Background 0.37 ± 0.23% 0.04 ± 0.025% 1.46  ± 0.09% 

Tumour 4.16 ± 1.58% 5.31 ± 1.96% 3.73 ±2 .7% 
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SUMMARY 

In this work, we present an inverse problem methodology based on an error in constitutive 
equations (ECE) for the identification of elastic properties. The basic premise in the ECE 
approach is that, given an over-determined set of boundary or internal data (e.g. displacements 
and tractions), and a set of kinematically admissible displacements and statically admissible 
stresses, a cost functional is defined based on the error in the constitutive equations that connect 
these sets of stresses and strains. This cost functional has been shown to be convex for elliptic 
problems, and presents significant advantages for elasticity imaging problems. This work 
demonstrates that ECE approaches can yield faster convergence and better accuracy than 
approaches based on the minimization of the L2 norm. 
 
Key Words: Error in constitutive equations, elasticity imaging, energy functionals, inverse 
problems. 
 
1. INTRODUCTION 
The mechanical properties of soft biological tissue are closely related to pathology. Thus, the 
identification of elastic and viscoelastic material properties has sown significant promise for 
disease diagnosis [1,2]. For instance, elastic and viscoelastic properties can significantly increase 
specificity in differentiating malignant and benign tumors [1]. Yet, the direct measurement of 
material properties in-vivo is very difficult, if not impossible. However, indirect measurements in 
the form of solutions to inverse problems have been promising.  In this work, we present an 
inverse problem methodology based on an error in constitutive equations (ECE) for the 
identification of elastic properties from static displacement fields. 
 
2. MAIN BODY 
The basic premise in the ECE approach is that, given an over-determined set of boundary or 
internal data (e.g. displacements and tractions), and a set of kinematically admissible 
displacements and statically admissible stresses, a cost functional is defined based on the error in 
the constitutive equations that connect these sets of stresses and strains. This cost functional has 
the important property of being zero for the exact constitutive equations and strictly positive and 
otherwise. For example, ECE-based identification strategies for transient and materially nonlinear 
problems have been recently proposed in [3], while other aspects of ECE are surveyed in [4].  
 
Figure 1 shows the results of an inverse reconstruction of the shear modulus of hard inclusions 
embedded in a soft matrix. The figures contrast the results obtained using a conventional L2 
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minimization using a LBFGS algorithm versus the results obtained with the proposed ECE 
approach. 
 

 
Figure 1. Comparison between L2 minimization and ECE method for the reconstruction of the 
shear modulus distribution from a static test. Left picture shows the solution obtained using the 
adjoint method and a LBFGS algorithm. The right picture shows the results obtained using ECE. 
Both algorithms were run for 20 iterations. 
 
3. CONCLUSIONS 
Our results demonstrate that cost functionals based on ECE present several advantages over 
conventional L2 functionals for inverse problems that involve the identification of distributed 
material parameters. Some of these advantages include faster convergence and improved 
accuracy over their L2 counterpart. 
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SUMMARY

It is a widely accepted hypothesis that mechanobiological transduction plays a central role in
pathogenesis of aortic aneurysm (AA). While stresses and strains acting in AA wall can be as-
sessed by computational finite element analyses (FEM) [1,2], assessment of material properties
and their spatial distribution involves inverse analysis methods and/or advanced medical imaging
techniques. Here, we present an advanced forward computational model of aortic aneurysm based
on statistically representative material properties and combine results with [18F]flourodeoxyglucose
positron emission tomography/CT (FDG-PET-CT). FDG-PET-CT provides a quantitative asses-
ment of metabolic activity and therefore the hyphothesis of mechanobiological interaction can
be tested. It has been reported that glycolytic activity in AA wall non-invasively assessed by
FDG-PET-CT is associated with increased proteolytic activity, structure-protein-degradation, AA
progression and consequently AA wall instability as well as rupture risk [3]. FEM stresses and
strains and FDG-PET-CT were comparedqualitativelyby our research group in an individual AA
patient in [4] as well as by other groups in [6] and [7]. Here, the correlation of computational
biomechanics with metabolic activity assessed by FDG-PET-CT is analyzed in a larger patient
cohort (n=18) in a quantitative manner for the first time [5].

Key Words: aortic aneurysm, mechanotransduction, flourodeoxyglucose.

1 METHODS

FDG-PET-CT data sets of 18 AA patients with notably increased FDG uptake in AA wall were
studied. For further analyses detailed 3-D geometry of each AA including thrombus was recon-
structed from angio-CT in 3mm-slices. FEM analysis including thrombus material and consid-
ering a pre-stressed state of the imaged AA geometry was performed using non-linear material
and geometrical model assumptions as described in [1]. Subsequently, wall stresses, strains and
their distributions were obtained and visualized as exemplarily shown in Fig. 1 b) and c). Further,
FDG-PET clouds were anatomically fitted, reduced to FDG activity in AA wall, mathematically
processed (Gauss-filter, 85% Rank-order-filter) and superimposed to the 3-D AA geometry (Fig.
1a). For correlations of maximum FDG uptake with maximum stresses and strains from FEM
analyses, the maximum standardized uptake value of FDG (SUVmax) was determined by con-
ventional analyses. Additionally, spatial distribution of FDG-uptake of each AA was qualitatively
and quantitatively correlated to wall stress and strain spatial distributions. Visual analyses were
performed in anterior, posterior and left or right lateral views as shown in Fig. 1. For quantitative
analyses the 33% of the AA wall with highest FDG uptake, highest wall stress and strain was
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Figure 1: Abdominal AA in anterior, left lateral, posterior andright lateral view with high spatial
correlation of a) regional metabolic activity (FDG-uptake; [Bq/ml]) and b) computed peak wall
stress (von Mises stress; [kPa]) and c) strain distribution ([-]) in AA wall; Color indicates FDG-
uptake (a), wall stress (b) and strain levels (c).

determined. Consecutively the overlap of these portions was quantified. A spatial overlap of 33%
among such regions has to be considered as random for methodical reasons while higher or lower
overlap were seen as indicative for correlation or miscorrelation, respectively.

2 RESULTS

SUVmax varied from1.3 − 4.6 (average SUVmax3.3 ± 0.9) and average stress and strain were
38.2N/cm2

± 13.7N/cm2 (range:10.0 − 64.0N/cm2) and0.22 ± 0.02 (range:0.19 − 0.26),
respectively. Quantity of SUVmax was significantly correlated to PWS and maximum strain (SU-
Vmax vs. PWS:R2 = 0.60, p = 0.008 and SUVmax vs. maximum strain:R2 = 0.66, p = 0.004;
Fig. 2a) and b). In all but3 AA, areas with increased FDG-uptake showed well and visible spa-
tial correlation to areas with increased stresses and strains while areas with low stress and strain
showed negligible FDG-uptake. Spatial overlap varied from41% to 78% (average56.3% ± 11)
without consideration of qualitative similarities such as shape [5].

3 DISCUSSION

Our results indicate that biomechanical stress or strain may be causative for regionally increased
FDG-uptake and therefore inflammatory activity in AA wall. Thereby, inflammatory reaction is
correlated quantitatively and spatially to levels of stress and strain respectively. These results
strongly support the commonly accepted hypothesis that biomechanical conditions are highly rel-
evant for pathogenesis and formation of AA in vivo. The biological and biochemical mechanisms
leading to increased AA wall inflammation due to increased biomechanical stress and strain lev-
els still have to be elucidated in detail. It can be hypothesized that cyclic stresses and strains
exerted by blood pressure acting in AA wall may cause pro-inflammatory cytokine liberation by
vascular smooth muscle cells in aortic wall media [8,9], followed by macrophage infiltration and
therefore increased FDG-uptake. However, stress independent metabolic activity was found also
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Figure 2: Quantitative correlation of SUVmax with corresponding peak wall stresses (a) and
strains (b);R2: Spearman’sρ correlation coefficient; SUVmax: maximum standardized uptake
value of F18-Flourodeoxyglucose.

indicating additional autochthon inflammatory biological activity. Therefore, larger studies will
be performed to confirm these results and to gain further insight in pathogenesis of AA.
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SUMMARY

In patient-specific simulations numerical modeling of the vascular structure and its interaction
with the blood flow requires parameter identification difficult to accomplish and time consuming
computational procedures. New imaging devices provide time sequences of the moving vessel of
interest within a few heart beats. When one is interested only in the blood dynamics in the com-
pliant vessel, a possible alternative to the full fluid-structure interaction simulation is to track the
vessel displacement from the images and then to solve the fluid problem in the moving domain
reconstructed accordingly. In this talk, we present an example of this image-based technique.
We describe in detail the steps necessary for this approach (image acquisition and 3D geomet-
ric reconstruction, motion tracking, numerical simulation) and present some results for validating
the proposed technique vs. a traditional fluid-structure interaction simulation in a carotid bifur-
cation. This approach dramatically reduces the CPU time since the dynamics of the structure is
retrieved from the images instead of being numerically computed. Moving from this approach,
solution of a suitable inverse problem can then be carried out for estimating the structural prop-
erties of the tissue at hand. This work moves into the direction of a strong integration between
data (images/measures) and simulations that is likely to introduce a significant improvement in the
reliability of cardiovascular numerical mathematics.

Key Words: image-based numerical hemodynamics, fluid-structure interaction, image registra-
tion, inverse problems.

1 INTRODUCTION

An emerging research line in Cardiovascular Mathematics is the integration of simulation and
data made available by new imaging and measurements devices, so to improve both the knowl-
edge extracted from data and the reliability of numerical results. Integrating observed data into a
numerical model, also referred to as data assimilation, is common in fields such as weather predic-
tion and ground water flow. It is natural to use similar techniques in cardiovascular mathematics
and medical imaging. In particular, recent imaging devices allow the acquisition of images in time
(4D) of vessels of interest within a few heart beats. This allows to track the wall motion from
images rather than retrieving it from a numerical simulation, by means of a proper registration
procedure. The latter is a methodology for aligning images acquired from different sources or
different viewpoints. With the same approach it is actually possible to register images taken at
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Figure 1: Synoptic representation of the first four surfaces (out of ten) reconstructed from a human
aorta.

different time instants for estimating the motion of the structure of interest. Once the vessel mo-
tion has been retrieved, fluid dynamics can be computed in the moving domain. In this way, the
computational cost is reduced and the structure modeling is waived by the registration procedure
(see [1]).

The computation of blood flow is therefore carried out following three steps.

1. Segmentation of a 4D image (space+time) and reconstruction for each time frame of the 3D
surface that identifies the vessel of interest.

2. Tracking in time of the position of vessel wall surfaces by means of a 3D surface registration
algorithm.

3. Moving domain simulation.

Numerical results show that the proposed 4D Inage-Based (4DIB) approach is consistent with
traditional fluid-structure interaction (FSI) solvers. Moreover, it yields a significant reduction of
the computational costs with respect to more standard approaches to the modeling of FSI.

2 WORKFLOW

2.1 SEGMENTATION

The boundary of the region of interest (ROI) is identified on the images by means of a level set
approach. This means that the boundary in 3D is regarded as the zero-level isosurface of a function
solving a proper advection-diffusion nonlinear problem. At the end of this step, for each time
frame a mathematical representation of the inner surface of the lumen is given as a triangulated
mesh. The segmentation has been performed with the Vascular Modeling ToolKit (available at
http://www.vmtk.org).

2.2 TRACKING

Given M+1 time frames, the tracking process consists of performing M registration steps between
two consecutive frames; within each registration stage, points of one mesh are mapped to points of
the surface extracted from the subsequent time frame and the displacement field is computed; the
new positions of the points are used as initial condition for the registration to the subsequent time
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frame. At the end of the whole tracking procedure M surface displacement fields are available
describing the motion of the vessel wall at the instants of the image acquisition. There are many
different strategies for performing image and surface registration. In this work we regard the reg-
istration as the computation of a map that minimizes a suitable distance between the two images.
In particular, we resort to a non-parametric map implicitly defined with a collocation approach
by the position of the nodes on the reference image. The coordinates of the vertexes, computed
by the minimization process, implicitly define the map point-wise. The map is then extended to
the entire template surface by a piecewise linear interpolation of the values of the vertexes. The
distance between the starting (template) image ST and the final (reference) one SR can be defined
as

D(ST ,SR) :=
(

1

|ST |

∫
ST

(dist(x,SR))2 dST (x)
)1/2

(1)

where |ST | :=
∫
ST

dS is a normalization factor and dist(x, SR) = inf{‖x − y‖ : y ∈ SR}
is the usual distance of a point to a surface. This definition of distance can be regarded as a
modification of the well known Iterative Closest Point functional, which however features poor
regularity properties that affect the minimization. In order to force better mathematical properties
to the functional to be minimized, we add a Tikhonov-like regularizing term based on a simplified
physical model of the vascular wall at hand. In particular, we describe vascular walls as elastic
thin membranes, and use the membrane energy as regularizing term. In this way, the deformations
that feature large membrane energy are heavily penalized whilst deformations that do not increase
the energy of the surface are allowed. Finally, in order to prevent “flips” of triangles we add this
as a constraint to the mathematical formulation, by forcing explicitly that the area of the mapped
triangles is positive (see [3] for more details).

Minimization is numerically performed with a classical BFGS method. In Fig. 1 we illustrate the
results of the registration of 4 frames of a human aorta.

2.3 SIMULATION

From the sequence of maps describing the motion of the surface points from one time frame to
the subsequent one, the velocity of the boundary of the moving domain is computed at the image
acquisition times. Since the set of all the time instants where the fluid equations will be solved is
typically larger than the set of time instants where the images are acquired, an interpolation proce-
dure is required to define the velocity of the boundary at each time instant in the CFD simulation.
This interpolation procedure needs to guarantee regularity to the computed velocity/acceleration,
so we resort to a cubic spline interpolation. Once the wall motion is available, incompressible
Navier-Stokes equations can be written in the Arbitrary Lagrangian Eulerian (ALE) formulation
to be numerically solved. This step requires the computation of the lifting of the boundary velocity
in the vessel lumen, typically attained by the solution of a Laplace problem (for which fast solvers
are usually available). Numerical results presented are obtained with a software based on the C++
object oriented finite element library LifeV (available at http://www.lifev.org).

3 RESULTS

We report two sets of numerical simulations. In the former (Fig. 2 left) we present the comparison
of the simulation obtained with a traditional FSI approach vs the 4DIB results applied to the same
displacement field. Results show that the image-based approach is consistent with the traditional
approach. Computational cost is however significantly lower. In the second test case, we apply
the approach to a real data set of a human aorta, retrieved from images provided by a SOMATOM
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Figure 2: Left: comparison of a 4DIB and a traditional FSI simulations. The two approaches yield
comparable results (left panel: difference between the two results, right panel: velocity computed
by the 4DIB approach). Right: 4DIB simulations in a human aorta point out the relevance of the
moving domain on the numerical results. (Left panel: difference of 4DIB and rigid simulations.
Right panel: velocity computed in the moving domain with the 4DIB approach.)

Definition Flash Dual-Source CT Scanner c©(10 time frames per cardiac cycle). The original 4D
computed tomography angiography set refers to a 72 years old male patient. The results (Fig. 2
right) point out the relevance of the aorta movement on the wall shear stress map.

4 CONCLUSION

Availability of new imaging techniques and data raises new challenges for numerical Cardiovas-
cular Mathematics. Assimilation of these data with numerical simulations is expected to bring a
mutual advantage to the quality of data and accuracy/efficiency of numerical simulations, as it is
in geophysical a metereological applications. The significant time reduction of the computations
is certainly a valid motivation for pursuing the 4DIB approach for fluid-structure interaction. In
the talk, we will address also recent advances in using the same approach for evaluating vessels
paramaters such as the Young modulus, by solving an inverse fluid-structure interaction problem
(see [2]).

Analysis of the impact of the noise in measurements and errors in registration on the accuracy of
the numerical simulations is still an open problem. For more details, see [3].
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SUMMARY

One of challenging aspects of computational hemodynamics is the numerical simulation of blood
flow in a compliant vascular wall. In this work we study an alternative approach (with respect to
the more standard fluid-structure interaction algorithm) to perform numerical simulations of blood
flow in compliant vessels. More precisely, we aim at exploiting the availability of accurate time
resolved medical images to obtain information on the motion of the vascular structure. The details
of the proposed algorithm are discussed and preliminary results are presented on an aorta and a
carotid geometry. Ongoing work includes the study of the effect of the motion on the blood flow
features that are relevant for the success of the Total Cavopulmonary Connection, the current pro-
cedure of choice for surgical palliation of single ventricle congenital heart diseases, where more
accurate CFD simulations could improve surgical decisions.

Key Words: 4D medical images, compliant vessels, registration, ALE formulation, total cavopul-
monary connection.

1 INTRODUCTION

Every physical phenomenon occurring in the cardiovascular system involves the interaction of
different biological tissues, each featuring peculiar mechanical properties. For example, blood
flow in arteries and veins interacts mechanically with the vessel tissue, where the pressure exerted
by the fluid on the wall contributes to generate its displacement and in turn the vessel motion
influences the fluid dynamics.

As a result of the mechanical forces involved, the tissue in the cardiovascular system experiences
detectable deformation during the cardiac cycle. These evidences suggest that the motion effects
are non-negligible if precise reproduction of the local flow features is desired.

The standard approach to simulate the coupling between fluid and solid structures is to develop
mathematical models for each medium as well as for the coupling conditions describing their
interaction. However this strategy raises issues from the modeling and numerical point of view,
as the accuracy of the mechanical model employed (in particular in presence of diseases) and the
computational costs of the simulation, which are generally high both with segregated or monolithic
approaches [1].
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We present here an alternative strategy to include the motion of the domain of interest in the
simulation of blood flow in compliant blood vessels, where the tissue displacement is computed
at each time step from 4D medical images (3D space plus time) and the computational domain is
moved accordingly. The main advantage of this strategy is that it maintains a tight link between
numerical simulations and patient specific data, including intrinsically the mechanical features of
the structure and of the surrounding tissues, with a limited additional computational cost with
respect to the fixed geometry case. A similar technique has been proposed in [2,3] where the
authors apply the image-based motion approach to intra-cranial aneurysms and coronary arteries,
respectively, implementing however different strategies for the single steps of the algorithm.

2 DESCRIPTION OF THE METHODOLOGY

The starting point of the procedure is the acquisition of a time sequence of 3D medical images, as
computed tomography (CT) or magnetic resonance imaging (MRI), whose space and time reso-
lution is enough to provide a proper reconstruction of the moving domain. The 4D Image-Based
(4DIB) approach can then be decomposed in the following steps:

2.1 Image segmentation The boundary of the region of interest is identified on the phasic im-
ages by means of a level set approach [4]. At the end of this step, a mathematical representation
of the 3D surfaces that identifies the interface between the fluid and the vessel wall is given as a
triangulated mesh. In this work the segmentation has been performed using the Vascular Modeling
ToolKit (www.vmtk.org).

2.2 Motion tracking To take into account the motion of the domain in the simulation, it is nec-
essary to track the movement of each point of the computational grid. This registration process
can be accomplished by means of various techniques [5]. Given M + 1 time frames, the tracking
process consists of performing M registration steps between two consecutive frames. At the end
of the whole tracking procedure M surface displacement fields are available describing the motion
of the vessel wall at the instants of the image acquisition. We have adopted a 3D surface regis-
tration algorithm based on a minimization approach, where the functional to be minimized is the
sum of a distance function and a regularization term which is added to overcome the ill-posedness
of the minimization problem and filter out non physical solutions. This step is performed by using
an in-house Matlab (The MathWorks Inc., Natick, MA) code.

2.3 Formulation in moving domain From the sequence of maps describing the motion of the
surface points from one time frame to the subsequent one, the velocity of the boundary of the
moving domain is estimated at the image acquisition times and it is then interpolated to define the
velocity of the boundary at each time instant in the CFD simulation. To ensure the continuity of
the derivative of the points position, a cubic spline interpolation has been chosen. The displace-
ment and velocity of the whole domain are found as the harmonic extension of the boundary fields,
computed for each time step of the simulation. Once the domain motion is available, incompress-
ible Navier-Stokes equations for a Newtonian fluid can be written in the Arbitrary Lagrangian
Eulerian (ALE) formulation (ALE-NS) [6] to be numerically solved. On the wall boundary a
Dirichlet condition on the fluid velocity is prescribed equal to the boundary velocity, while inflow
and outflow boundary data can be retrieved by measures or designed to reproduce a physiological
or pathological behavior. In the next Section, details on the numerical approach adopted will be
provided.

This algorithm can be enriched in case more information on the patient is acquired, like PC-MRI
images from which the blood velocity in selected sections of the domain can be reconstructed and
used as boundary conditions in the CFD simulation.

137



3 RESULTS

To discretize the ALE-NS system, we have chosen a first-order time advancing scheme and a finite
element approximation for the space dependence (P1 for the pressure and P1bubble for the fluid
velocity). Numerical results are obtained with a software based on the C++ object oriented finite
element library LifeV (www.lifev.org). Numerical tests have been run to evaluate the difference
between the velocity and wall shear stress (WSS) fields computed with the 4DIB approach and
those computed on a rigid domain simulation, the latter being the standard assumption chosen in
the literature when no information on the structural dynamics is available. The domain of interest
for this case is representative of an ascending and thoracic aorta, whose geometry in time is recon-
structed from a set of CT images. On the considered domain of interest, the motion is significant.
Accordingly, both the velocity and the WSS fields exhibit a considerable difference with respect
to the rigid domain case, as shown in Figure 1, left and middle panels. In particular, the relative
norm of the difference between the 4DIB fields and the rigid domain fields has an average over the
cardiac cycle of 84.52% for the velocity and 52.26% for the WSS. We also performed an in-silico

Figure 1: Left panel: difference between the fluid velocity computed in the rigid domain simu-
lation and the one computed in the 4DIB simulation (left) and velocity computed with the 4DIB
approach (right), at peak systole (in cm/s). Middle panel: difference between the WSS computed
in the rigid domain simulation and the one computed in the 4DIB simulation (left) and WSS com-
puted with the 4DIB approach (right), at peak systole (in dyne/cm2). Right panel: inferior vena
cava (red) and superior vena cava (blue) flow split between right and left pulmonary arteries.

validation of the 4DIB approach with respect to a FSI simulation, considered as benchmark. In
particular we have first run a FSI simulation, obtaining the fluid velocity and pressure fields and
the displacement in the vessel wall. We have then used this displacement to run a 4DIB simu-
lation, with the same inflow/outflow boundary conditions and fluid properties as in the FSI case,
obtaining 4DIB velocity and pressure fields. The comparison of the results obtained with the two
approaches has shown a good agreement (below 1% of relative difference, on both velocity and
WSS), while the computational time required by the 4DIB simulation is by far smaller than the
one required by the FSI simulation, confirming the validity of the approach.

The ongoing work we are performing to complement this study is twofold. On one side we are
investigating the sensitivity of the results on the entity of the motion. The hypothesis we test is that
the inclusion of the motion data in the model and simulation is worthwhile only if the motion ex-
perienced by the tissue is large enough. On the other side we are evaluating the application of this
approach on a clinically relevant case. In particular we are considering the case of a post-operative
configuration after a Total Cavopulmonary Connection (TCPC) has been implemented [7], to by-
pass the right side of the heart in patients with single ventricle congenital defects (occurring in 2
over 1000 children). The interest of performing CFD simulations for studying the hemodynamics
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in these cases is very high, since single ventricle patients are still subject to numerous long-term
complications, despite improvements in the outcome obtained with this surgical procedure. Since
the hemodynamics have been related to the patient-specific anatomies (see e.g. [8]), a CFD study
may lead to better surgical decisions and better patient outcome. In this respect, the inclusion of
more realistic features such as the measured domain motion (both due to the blood-wall interac-
tion and to the respiration) could provide more realistic results and improve the accuracy of the
quantity of interest evaluated (e.g. energy loss across the artificially created connection or hepatic
flow split between the pulmonary arteries, see Figure 1). Moreover in the TCPC case FSI simu-
lations would be particularly challenging due to the heterogeneous mechanical properties of the
connection (made of veins, arteries and artificial baffle), while a prescribed motion approach could
overcome the problem. Preliminary results on these extensions of the work will be presented.

4 CONCLUSIONS

We point out the advantages of the 4DIB methodology proposed. It provides more realistic simu-
lations where the motion is relevant, avoiding the use of complex mechanical models, sometimes
not well established (e.g. for the diseased arterial wall). It also reduces the computational time
for the numerical simulations with respect to FSI simulations and allows to take into account the
motion due to extra-vessel forces (e.g. action of surrounding tissues, respiration), which would be
otherwise difficult to be considered. Finally, this approach is applicable to every flow phenomenon
occurring in a moving structure (not only blood flow in vessels, or even biological tissue), as long
as the motion can be accurately recorded by imaging devices. The main limitation is the intrinsic
impossibility to evaluate the effect of the flow on the wall mechanics. Therefore it should be used
only when the focus of the study is the on the flow features alone.
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SUMMARY

Osteocytes are bone cells located throughout the mineralized tissue that are mechano-sensitive and
can sense mechanical stimulation, to which they respond by adapting their internal biology to the
changes of their mechanical environment. Osteoporosis is an aging pathology often following a
hormonal decrease where a cell activity imbalance produces an overly porous tissue. The effect of
a modified mechanical microenvironment on the cells is not precisely quantified. To perform stress
field visualization near cells, a Physical Imaging procedure is presented where microcracks in hu-
man Haversian cortical bone are imaged and tracked using Light Microscopy during either tension
or compression tests. The tissue morphology is acquired by digital imaging and the tissue elastic
moduli are measured by Back Scattered Electron Microscopy (BSEM) and nanoindentation. The
displacements are measured at grid points by Digital Image cross-Correlation (DIC) to provide
the boundary conditions of a polyphase finite element model. Based on the strain energy balance,
as the crack growth is considered quasi-static and in a brittle material, the stress intensity factors
of the microcracks are calculated using the reconstructed micro stress field. Concomitantly, the
stress intensity factors are also derived from variation of the global energy using the macroscopic
load deflection curve of the sample in order to identify bone fracture law.

Key Words: bone, fracture, stress intensity factors.

1 INTRODUCTION

Microcracks in bone are usually associated with the remodelling process of the tissue [1, 2]. Os-
teocytes are the mechano-sensing cells present throughout bone tissue that are suspected to detect
microcracks through their interconnections within micron scale canals called caniliculi. Precise
measurement of the stress field and its modifications near the cells can improve the understanding
of the remodeling stimuli. During daily exercise, bones undergo cyclic fatigue loading that alter-
nates between tension and compression. The presented model proposes a method to determine the
stress field near bone microcracks during their growth in tension and compression micro tests. The
cracks are imaged and tracked under light microscopy in millimetric specimens of female human
cortical bone harvested from fresh cadaveric posterior femur mid-diaphysis.

2 MATERIAL AND METHOD

To study bone microcracks, a miniaturized tension/compression machine to test millimetric bone
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Figure 1: (a) Microscopic illustration of a long bone, (b) Light
Microscopy of human Haversian cortical bone, (c) BSEM (Back-
Scattered Electron Microscopy) of human cortical bone, (d) BSEM
zoom inside a micro-crack in human cortical bone.

beam samples is placed un-
der a light microscospe in
Figure 2(1). The beam
specimen of cortical bone
of square cross-section of
2 mm width measured
5 mm in length. For ten-
sile tests, the specimens
are precracked by a 600
µm notch. The tests are
performed along the longi-
tudinal, tranverse and anti-
plane longitudinal direc-
tions of the osteons. In
compression the samples
do not require any initial
notch.

The light microscope lens is equipped with a high-resolution camera providing digital images
with a 2048 × 2048 pixel resolution in Figure 1(b). The cortical bone polyphased morphology
is surveyed by a digital imaging processing technique [3] in Back Scattered Electron Microscopy
(BSEM) in Figure 1(c). To construct the physical stress field at the micro scale, the model in-
cludes the osteons, the cement lines around them, distinct secondary osteons remnants inside the
interstitial bone phase [4,5] as viewed in Figure 2(2). The Haversian canals are represented as
free boundaries inside active osteons, where in vivo cytoplasmic fluid flows freely and replaced by
saline solution in the experiment. The crack topologies are also explicitly surveyed.

MICRO TEST

PHYSICAL IMAGING

ENERGY VARIATION

LOCAL FRACTURE CRITERION

AGREE
NoMODIFY

Local   to  Global  Analysis

Global  to  Local  Analysis

SIF’s Global calculation

MACROSCOPIC RESPONSE

SIF’s Local calculation

1

2 3

4

5

6

1111

DIC IMAGING
+

LOCAL MECHANICAL
CHARACTERIZATION

Figure 2: Osteocyte stress field assessment: (1) experimental setting, (2) Light Microscopy ob-
servation of fresh human cortical bone, (3) strain field under tension, (4) stress intensity factor
calculations at the micro scale, (5) macroscopic load deflection curve, (6) stress intensity factor
calculations based on energy variation.
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The local elastic moduli are scaled to the mineralisation levels that are correlated to the grey scale
levels in the BSEM observations, and calibrated by nanoindentation measurements. The local
Poisson ratios are extrapolated using the osteonal strain fields. Small windows of observation of
up to approximately 900× 900 µm are studied in the vicinity of the cracks.

The experimental displacements are registered between the different stages of crack growth at
grid points laid over the observation window using cross-correlation [6,7] where the domain of
correlation includes polyphase and fracture partition. These displacements provide the boundary
conditions of the model. The correlation and numerical model domains are homeomorph. The
finite element model is discretised using non-structured triangles [8].

In the microstructural model, the impenetrability condition of the crack edges under compression
is enforced by penalty forces [9] with frictional contact [10], while a cohesive law is applied in
the wake of the crack tip to model the progressive rupture of the collagen fibrils in Figure 1(d).
Due to its high content of hydroxyapatite cortical bone is quite brittle and the crack growth is
considered quasi-static. The model is under plane stress condition as the surface of the sample is
observed. The dominant strain energy can be measured given reliable local mechanical properties.
The stress field obtained [11] provide the basis to calculate the local stress intensity factors at the
micro scale [12] in Figure 2(4). At the macroscopic level, the internal energy stored in the sam-
ple as microcracks grow balances the energy of the external applied force. A concomitant global
energy variation of the macroscopic sample response (F, u) makes it possible to calculate the en-
ergy release rate at each crack growth in Figure 2(6). The values obtained for different direction
of loading are in agreement with the literature [13]. The macroscopic calculations using the ap-
propriate traction separation law along the cracks edge can be applied to identify the microscopic
fracture law.

3 CONCLUSIONS

A procedure to image and reconstruct the physical field of microcracks in human cortical bone
makes it possible to visualize the stress field in the vicinity of the cracks near osteocytes. The
method is driven by the identification of bone micro fracture law using concomitant micro and
macro analyses. The present study shows the significant local influence of the Haversian porosity
on the evolving values of the stress intensity factors and therefore show for the first time the
fluctuations of the stress field produces by growing cracks as they approach the canals.
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SUMMARY

A simulation capability has been developed that links model predictions of ultrasound intensity in
an acoustic radiation force used to excite soft tissue to the resulting viscoelastic response in order
to model how shear waves are created and travel through the tissue.

Key Words: elastography, viscoelasticity, shear waves, acoustic radiation force.

1 INTRODUCTION

The overall goal of this work is to develop a new method to image shear wave velocity in tissue for
cancer diagnosis, where the shear waves are generated with an acoustic radiation force. Focused
acoustical energy may be used to induce localized tissue deformation deep within soft tissue.
This effectively allows palpation of interior tissue. With the same transducer used to generate the
acoustic force, it is also possible to track the tissue motion using pulse-echo techniques [1, 2, 3]. If
only a single wave is generated, it is not possible to image the wave in real time with conventional
ultrasound scanners. Bercoff et al. [3] have overcome this limitation by developing an ultrafast,
ultrasound scanner, and Wu et al. [4] have developed a novel technique to use interfering shear
waves to generate a slowly propagating interference pattern that can be imaged using conventional
ultrasound. Since the wave motion depends on the mechanical properties of the soft-tissue, it is
possible to apply inverse problem algorithms to recover some of those properties [5,6]. Since the
mechanical properties of soft tissue depend on the underlying structure, the mechanical properties
are strongly influenced by pathological changes in the tissue. The development of the experiments
and inverse algorithms to reconstruct mechanical properties for disease diagnosis continues to be
an important research area.

In this work, simulation tools for modeling the shear waves resulting from an acoustic radiation
force excitation are developed. The goals of the simulations described here are to: (a) aid in
experimental design by developing a predictive capability that will provide a means of easily trying
out different experimental conditions, (b) help provide insight into the sources of experimental
observations, and (c) provide data for testing inverse algorithms for reconstructing viscoelastic
properties. The simulations can be used to predict how different pushing sequences and types of
pushes (level of focus and beam steering) will create shear waves and how they will propagate,
spread, and decay. This can be used to define what sort of pushes should be used in the experiment.
Furthermore, in the simulations, the displacements at all times are computed, so the data can be
down-sampled and the spectral variance computed to see what the experiment is measuring and
how that data may be interpreted in the context of recovering shear wave speed. Finally, the data
can be used to test the shear wave speed reconstruction algorithms as the experiment is further
refined and developed.
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2 MAIN BODY

The modelling of the acoustic field and resulting intensity is coupled to a viscoelastic finite element
model of soft tissue to model the mechanical response of soft tissue to an acoustic radiation pulse.
In most simulations of waves generated by acoustic radiation forces, the force is treated as an
internal point source, see for example Bercoff et al [7]. In this work, the full field of the acoustic
force is modelled and compared against results for a point source. The work presented here relies
on two software packages, the freely available Field II developed by Jensen [8], which simulates
the fields generated by an ultrasonic transducer, and Abaqus [9], which is a commercial finite
element code that can be used to solve a wide variety of problems in solid mechanics. Software
was developed for interpreting the Field II results and generating the associated input files for
Abaqus.

The analysis procedure involves several steps. First, a finite element discretization of the geometry
of interest is created and the location of the integration points within the elements are identified.
Then, using Field II modules with the transducer properties and settings defined for creating an
acoustic radiation force, the intensity field resulting from the focused ultrasound pulse is computed
at the finite element integration points throughout the domain. The intensity is proportional to the
resulting body force transmitted to the medium from the focused ultrasound pulse. Thus, the body
force distribution, at the integration points, is computed. That body force distribution is then input
into Abaqus, and using a viscoelastic model for soft tissue, the displacement response is computed
as a function of time. A Prony series, generalized viscoelastic model is used for modelling the soft
tissue. The effect of the material parameters and number of terms in the Prony series is explored.
The effect of the size of the radiation field considered by thresh-holding is also investigated as well
as a comparison of the results to that from a point source. Results are compared to experimental
data from the literature too.

A sample of some results simulating an experiment conducted on a tissue-mimicking phantom at
the University of Rochester in K. Parker’s research group is shown below. Figure 1(a) shows a
diagram of the experimental set up. The phantom has a 6 mm cylindrical inclusion that is stiffer
than the surrounding material. The transducer is focused at a point about 9 mm to the left and 3
mm above the center of the inclusion, with a focal depth of 25 mm and an f-number of 1. Figure
1(b) shows the computed intensity field on the center plane of the transducer, where the color scale
is the logarithm of the intensity field. Note, only one half of the domain is imaged, and the domain
is approximated as symmetric, which is reasonable as long as reflected waves from the inclusion
either do not have time or are dissipated before arriving back to the centerplane. Figure 1(c) shows
the displacement field computed in the finite element model of the phantom a short time after the
pulse. Note, a quarter model is used, again making use of symmetry.

3 CONCLUSIONS

A simulation approach and tools have been created for modeling the mechanical response of vis-
coelastic soft tissue to a acoustic radiation force, where the induced force is treated as a body force
proportional to the intensity field rather than a point source. It is found that while the intensity
is highly focused, the field away from the focus has a significant effect on the resulting dynamic
displacement field, and thus, the point source approximation is not adequate.
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(a) (b) (c)

Figure 1: Misorientation distribution on a 2D slice: (a) VT model and (b) ST model. Horizontal
is along RD and vertical is along ND.
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SUMMARY

Endotracheal stenting technique is the common treatment for tracheal disorders as stenosis, chronic
cough or dispnoea episodes. Medical treatment and surgical technique are still challenging due
to the difficulties to overcome potential prosthesis complications. In this work we analysed the
response of a stenotic trachea after a stent implantation. A finite element model of a diseased and
stented trachea was developed starting from patient specific computerized tomography (CT) scan.
Tracheal wall was modelled as a fiber reinforced hyperelastic material introducing the anisotropy
due to the orientation of the collagen fibers. Deformations of the tracheal cartilage rings and of the
muscle membrane, as well as the maximum principal stresses, are analysed with FSI approach. As
boundary conditions, impedance-based pressure waveforms were computed, modelling the non
reconstructed lung vessels as binary fractal network. The results showed that, the presence of the
stent prevents tracheal muscle deflections and evidenced possible mucous plugging. The present
work gives a new insight in clinical procedures predicting the mechanical consequences of a pros-
thesis implantation. This tool could be used in the future as a preoperative planning software to
help the thoracic surgeons in deciding the optimal stent type as well as its size and positioning.

Key Words: Fluid Structure Interaction, impedance method, fiber reinforced material, trachea,
stenosis, stent.

1 INTRODUCTION

Tracheal stenosis, which is the most common tracheal injury, is usually caused by a tracheotomy
intubation with unsuitable pressure. Prolonged ischemia and infection causes necrosis of the tra-
cheal wall and deterioration of the cartilaginous structure through the formation of granulation
tissue. This granulation may lead to the collapse of the tracheal wall. Many methods are available
to deal with tracheal stenosis as tracheal dilation, excision of stricture and anastomosis (end-to-end
joining after resection of a tracheal part) or reconstruction but, after treatment, the stenosis may
reappear especially in case of serious injuries. A clear understanding of how the implantation of
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Figure 1: Geometry and computational grid of the diseased (a) and stented (b) CT-reconstructed
trachea.
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Figure 2: Fractal network (left) and impedance-based outflow conditions (right) for stenotic (a)
and stented (b) trachea.

a prosthesis affects the response of the trachea is challenging. The analysis of these aspects using
computational approach may improve surgical outcomes studying a more convenient prosthesis
design, and/or determine the stent positioning before surgery. In fact, although after prosthesis
implantation, patients gain around 50% of breathing capability, other problems may take place,
because of the increased rigidity of the tracheal wall due to the presence of the prosthesis [1],
such as coughing difficulties, stent migration, inflammatory granulation tissue, and, formation,
and obstruction secondary to the interference with mucociliary clearance [1]. While most of the
published works, analysed airflow patterns using idealized or approximated airways geometries
[2,3,4] and only a few were based on accurate airways geometries obtained from medical images,
more recently, fluid structure interaction studies in lower healthy airways were performed for sim-
plified models/geometries, tracheal tube and single or multiple bifurcations [5,6]. The aim of this
study is the analysis of the impact of a prosthesis on the tracheal walls, especially on the muscle
deflections. In this sense, this could be considered a first step to create a tool for analysing pre-
and post-operatory tracheas in order to help surgical decisions.
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Figure 3: Streamlines of the stenotic (a) and stented (b) trachea during forced expiration.

2 MATERIAL AND METHODS

The finite element model of the human trachea was made based on a CT scan performed to a 56
years old diseased patient before and after prosthesis implantation. A full hexahedral mesh of the
trachea was made using ABAQUS (Figure 1). Regarding the fluid domain, a tetrahedral-based
fluid grid was generated filling the tracheal channel using the commercial software IcemCFD
(ANSYS Software). The final mesh was then imported in the software package ADINA R&D
Inc. where the fluid-structure interaction analysis was performed. Cartilage rings and membrane
muscle, in which we considered the preferential orientations due to the collagen fibers, were char-
acterized using a constitutive model described in previous works [11,6]. Airflow was assumed
turbulent (the k − ω model was used). As boundary conditions, impedance pressure waveforms
were computed starting from a patient specific spirometry performed before and after the surgery
(Figure 2). The impedance method is well known in literature for cardiovascular [7,8,9] and pul-
monary system [10].

3 RESULTS

Expiration, which is crucial for stenting migration during breathing and coughing was analyzed.
The exhalation flow is regulated from the two daughters airways. In the trachea, a swirl-flow de-
velops, a cause of the asymmetric flow divider: the swirl-flow coming from the right bronchus
joins those coming from the left with indentation of the skewed velocity profiles of both main
bronchi. This flow type, visible also in the section 3 of Figure 3 (a), induces a typical swirl-flow in
the upper section of the trachea (Figure 3 (a), section 1) resulting in a skewed profile with reversed
velocity components caused by the stenotic geometry. The flow through the stent is axial, strongly
flattened by the turbulence regime and by the geometry of the stent, as shown in the Figure 3
(b). No secondary flow was found in the main bronchi. While normal breathing and coughing
are characterized by an important movement of the muscular membrane which increases the sec-
tion of the trachea during inhalation and decreases it during expiration [6] contributing to the
pressure-balance inside the lungs, the stent implantation massively affect the tracheal behaviour.
In particular, the muscle deflection which is prevented by the stenotic fibrous cap in the diseased
trachea, is still prevented by the prostheses after surgery. This is especially relevant during cough-
ing since the muscle deflection are more important than during breathing [6]. Finally, we observed
that the high velocity jet crossing the stent causes a recirculation at the top of the prosthesis, near
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the tracheal wall, which, as documented in literature [1] is a region predisposed to mucous depo-
sition. This work confirms that after a surgical stent implantation, even the patient acquires part
of the lost pulmonary capacity (compare Figure 2 (a) and (b)), the fluid flow seems to be cause of
well known post-operatory problems.

4 CONCLUSIONS

We presented a detailed approach to simulate pre- and post-operatory human trachea under impedance
outflow conditions. In particular we analysed the expiratory flow. To correctly evaluate tracheal
wall stresses, strains and muscle deflections, we applied the impedance method which allows the
computation of pressure waveforms at the outlet of the 3D domain, modelling the non-imageable
vessels of the lungs as a binary network. We found that during exhalation, the mechanical re-
sponse of the tracheal muscle is prevented by the presence of the stent and the flow patterns show
a recirculation which can cause mucous plugging. Quantification of flow patterns inside different
airway geometries due to different prostheses could be performed before a surgery in order to help
the surgical technique and the choice of stent type. In the future, this may help clinical outcomes.
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SUMMARY

In this study, we develop structured tree outflow boundary conditions for modeling the human
carotid bifurcation hemodynamics. The model geometry was reconstructed through computerized
tomography (CT) scan. Unsteady state CFD analyses were performed under different conditions
using a commercial software package (ADINA R&D Inc.) in order to assess the impact of the
boundary conditions on the flow variables. In particular, the results showed that the peripheral
vessels significant impact the pressure while the flow is relatively unaffected. In addition, an un-
steady FSI simulation was carried out using impedance-based conditions in order to evaluate the
dependence of the wall shear stress (WSS) on the arterial wall compliance in the carotid bifurca-
tion. For this reason, a comparison between FSI and rigid-wall models was conducted. Results
showed that the wall shear stress distributions were substantially affected by the diameter variation
of the arterial wall. In particular, even similar WSS distributions were found for both cases, the
computed WSS values significantly varied.

Key Words: Carotid bifurcation, CFD, FSI, impedance method, blood flow, wall shear stress.

1 INTRODUCTION

It has been well accepted that low and oscillating flow shear stresses correlate positively with inti-
mal thickening and atherosclerosis progression [4,5]. Even still debated in literature, this hypotesis
considerably influenced the research in the atherogenesis field in recent years [5]. However, more
recent studies often associated plaque progression and lumen narrowing in carotid bifurcation
with high wall shear stress [4]. Carotid hemodynamics is very sensitive to geometrical factors
as tortuosity, curvature ratio and bifurcation angle [3,6]. Recently, extensive studies were con-
ducted on computational fluid dynamics (CFD) for healthy carotid providing statistical analyses
of correlation between disturbed flow with bifurcation geometry of several patients [3,6]. Due
to the interindividual variability of geometry and flow dynamics, this sensitivity is crucial and
challanging for CFD models and fluid structure interactions (FSI) features. While most of the
works on FSI are oriented to the statistical stress analysis of atheroscerotic plaque [4,7], others
[2] try to validate the hypothesis that low or oscillatory shear and high maximum principle cyclic
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Figure 1: Geometry, fractal network and boundary conditions of the CT-reconstructed carotid
bifurcation (inflow (a) and impedance-based outflow conditions (b)).

strain correlate with known inflammation sites in the carotid bifurcation. The aim of this work is
to apply to a carotid bifurcation the impedance method in order to obtain physiological pressure
boundary conditions as a function of the inflow and of the geometry of the artery. This method
can be considered an attractive tool to compute physiological intravascular pressures when these
are not available and/or considering the difficulties and the limitations to get these data in vivo.
Moreover, to assess the importance of the FSI analysis (where pressure informations are necessary
to compute the wall compliance), we applied the impedance-based conditions to evaluate how the
wall compliance can affect the blood flow pattern and the WSS in a human carotid comparing
fluid-structure interaction analysis with rigid wall simulation.

2 MATERIAL AND METHODS

The patient-specific carotid geometry was reconstructed using computed tomography (CT) scans
at one time point of the cardiac cycle. The arterial tree considered in this study included the
common carotid (CCA) and its principle branches: the internal (ICA) and the external (ECA). A
fluid tetrahedral mesh of about 200000 elements was generated using the commercial software
IcemCFD (Ansys Software Inc.) starting from the internal shell that represents the numerical fluid
solid interface domain. For the solid grid, since no data were available from real images, a con-
stant thickness was given to the arterial wall. A full hexahedral mesh of about 60000 elements
was created using the meshing tool of the commercial software ABAQUS Inc. The geometry of
the considered model is represented in Figure 1. The final mesh was imported into the software
package ADINA R&D Inc. where the FSI and rigid wall simulations were performed. Blood rhe-
ology was assumed as Newtonian. In particular, according to literature, the blood density and the
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blood viscosity were taken as 1067 Kg/m3 and 0.0035 N/m2 respectively. Since the Reynolds
number based on the average arterial diameter was about Re = 950, the blood flow was assumed
laminar and incompressible under unsteady flow conditions. The carotid wall was modeled as
a hyperelastic incompressible isotropic and homogeneous material. For this preliminary study,
the viscoelasticity, the active behavior of muscle fibers of the artery, and the intrinsic anisotropy,
due to the preferencial directions of collagen and muscle fibers, were not considered. The carotid
bifurcation was then characterized by the following strain energy function W :

W =
a

b

[
exp

(
b

2
(I1 − 3)

)
− 1

]
+ U(J), (1)

where I1 is the first invariant of the deviatoric right Cauchy-Green tensor C = J−2/3FTF, J =
det(F) is the Jacobian, F is the standard deformation gradient, U is the volumetric energy function
and a, b are material constants. In particular we considered a = 44.2 kPa and b = 16.7 [1,2].

3 RESULTS

The importance of using impedance-based pressure conditions is assessed first comparing differ-
ent outflow conditions (impedance-based pressures and simply traction free conditions) using the
same geometry and the same approach (CFD). The results show that even similar pressure distri-
butions are found, the time history of the pressure is completely different for the two scenarios
(see Figure 2). From a physiological perspective the above is the major importance because the
correct evaluation of the intravascular pressure plays an important role in the cardiovascular me-
chanics, especially in diseased patients. Moreover, intravascular pressure are crucial for evaluating
arterial stress distributions which, as reported by [1,2] among others is recognized to play an im-
portant role in combination with the WSS distributions for initiation, develop and progression of
atherosclerosis. WSS was computed and compared for FSI and rigid wall models. Its temporal
history showed that significant differences can be found between the considered cases. The com-
puted WSS distributions show higher values if computed with CFD simulation rather than FSI
analysis in each carotid branches. The TAWSS was also analyzed for both FSI and CFD simula-
tion, in order to assess the importance of FSI in determinig carotid hemodynamics. Its distribution
resulted different for the two cases confirming that the wall compliance can be neglected only in
first approximation while studying carotid hemodynamics. The wall stresses and strains were fi-
nally analyzed. The maximal stress is located at the side wall region of the intersection of the two
branches and exhibits a low WSS distribution. This correlation between the low WSS with the
maximal arterial wall stress in this location is consistent with that of previous investigators [2,5].

4 CONCLUSIONS

The proposed impedance method can be considered a very attractive tool to compute physiological
pressures starting from blood flow measures. In fact, while intravascular flow can be obtained with
standard techniques through non invasive measurements (as ultrasound Doppler for example), in-
travascular pressures required the use of invasive probes which can affect the overall blood flow
during the measure. Comparison with standard outflow conditions demonstrated clear differences
between the numerical results of the computed pressures. Moreover, while standard boundary
conditions provide almost the same WSS distributions in comparison with those obtained with
impedance-based conditions, these cannot be used to compute the wall stresses and strains which
are important factors to take into account in atherogenesis. Comparison of computational results
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between rigid and compliant arterial wall showed not only remarkable qualitative discrepances
in the WSS distribution, but also relevant differences in the WSS temporal profiles. This con-
firms that to study the atherogenesis for carotid hemodynamics, arterial wall compliance can be
neglected only in first approximation since, for an accurate WSS computation, wall displacements
can play an important role. Computed wall stresses showed high values in correspondance to areas
characterized by low wall shear stresses. As known, these zones are recognized to be subjected
to high-risk of atherosclerosis. Identification of these areas could lead to future advance in the
preventive medicine and from this point of view, numerical simulations should take into account
the fluid and the structure in a coupled approach.
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SUMMARY

In this talk we will report on some novel computational approaches that we developed recently for
challenging problems of fluid-structure interaction (FSI) in biomechanics and show their applica-
tion to problems in hemodynamics on different scales. The focus will be on three new methods.
First we will introduce a truly monolithic algebraic multigrid approach for fluid-structure interac-
tion and show its advantageous performance for biomechanical FSI. In order to be able to treat
non-conforming interfaces in an efficient and reliable way we have developed a dual mortar based
strategy that is applicable to both monolithic and partitioned fluid-structure interaction approaches.
And finally we will show how to treat 3D finite deformation contact in such FSI scenarios. We
will apply a combination of our methods to problems like FSI for Abdominal Aortic Aneurysms,
the simulation of red blood cells (in flow and through capillaries) and clamping of an aorta during
surgery.

Key Words: fluid-structure interaction, algebraic multigrid, dual mortar contact, non-conforming
interfaces, AAA, red blood cells.

1 METHODS

It is well known that biomechanical problems are often the most challenging multifield problems
– not only from the point of view of modeling but also as far as computational techniques are
concerned. One prominent class of multifield problems in bioengineering is fluid-structure in-
teraction (FSI). Some of the challenges here come from the usually quite complex geometries –
while already the initial geometry, usually obtained from medical imaging, is quite complex it
sometimes even gets more complicated through changing topologies. Challenges also come from
the complexity and special characteristics of the individual fields – complex nonlinear behavior
and prestressing of soft tissue; complex, sometimes even turbulent, flows; etc. Another challeng-
ing fact for computational algorithms for FSI is that densities of fluid and tissue are in the same
range which causes some coupling algorithms to diverge and some to converge very slowly. In
order to meet these challenges we will introduce three novel computational approaches:

1.1 AMG(FSI) – Algebraic Multigrid Fluid-Structure Interaction

The first approach is concerned with the efficient solution of the coupled problem. In order to come
up with an efficient solution strategy for this class of problems we are utilizing algebraic multigrid
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principles. While multigrid methods have been excessively studied for single field phenomena,
less attention has been given to the application of multigrid principles in complex multiphysics
and multiscale simulations. In the presented approach, an AMG hierarchy for the nonsymmetric
monolithic fluid, structure and mesh movement system of equations is constructed that considers
a coarse representation of interfield off-diagonal coupling blocks in a variationally consistent way.
This FSI multigrid preconditioner is based on a mixed smoothed aggregation and nonsymmetric
smoothed aggregation approach that accounts for the hybrid nature of the monolithic FSI problem,
where the underlying discretization is either conforming or non-conforming based on a dual mortar
approach (see below). It limits the amount of artificial smearing of individual fields on coarse
levels by construction and allows for field specific smoothers within its block oriented smoothing
procedure.

1.2 DMFSI – Dual Mortar based Fluid-Structure Interaction

Because of the usually quite complex geometries involved and different meshing demands from
the individual fields it is not always possible or advisable to use matching or conforming grids.
Hence we present a novel approach to deal with non-matching grids in the context of fluid-structure
interaction (FSI) simulations with the finite element method. The proposed method is based on
the integration of a dual mortar method into the general FSI framework. The main focus is set
on monolithic coupling algorithms for FSI as described above. In these cases the dual mortar ap-
proach allows for the elimination of the additional Lagrange multiplier degrees of freedom from
the global system by condensation. The resulting system matrices have the same block structure
as their counterparts for the conforming case and therefore permit the application of the above
mentioned algebraic multigrid solver for monolithic FSI systems. For partitioned Dirichlet- Neu-
mann coupling schemes it is shown that the dual mortar approach permits a numerically efficient
mapping between fluid and structure quantities at the interface. Owing to its generality, the pro-
posed method is not limited to any specific formulation neither for structure, fluid or ALE. The
numerical and convergence behavior of state-of-the-art iterative solvers is shown to be comparable
to standard simulations with conforming discretizations at the interface.

1.3 FSCI — Fluid-Structure-Contact Interaction

Many problems in biomechanics and more specifically in hemodynamics require the simulation of
contact interaction of deformable solids embedded in fluid flow. Some examples are heart valves,
synovial joints or capillary flow of red blood cells. Solving these types of systems requires power-
ful simulation approaches for both fluid-structure interaction (FSI) and finite deformation contact
and poses several very challenging problems to state-of-the-art numerical methods and algorithms.
First, the employed FSI scheme must be capable of dealing with large structural movements, ro-
tations and deformations. Second, a contact formulation needs to be consistently integrated into
the global FSI framework both in terms of its variational basis and its discretization. This second
aspect requires special attention, since contact interaction by definition causes topology changes
of the surrounding fluid domain. The proposed method for 3D fluid-structure-contact interac-
tion combines a recently developed mortar contact formulation with a fixed-grid FSI approach
based on the extended finite element method (XFEM). The derivation of a fully coupled discrete
formulation as well as geometric aspects of how to accurately capture fluid-structure interfaces
and contact regions will be addressed. Solution of the resulting linearized systems of equations
is shown to be possible with either partitioned or monolithic fluid-structure coupling algorithms.
Numerical examples demonstrate that flow patterns around approaching bodies close to contact

165



are resolved with high accuracy and in particular that dealing with the limit case of actual contact
is straightforward within the proposed fixed-grid FSI framework.

2 CONCLUSIONS

Three novel computational techniques have been developed that allow high quality simulations of
challenging fluid-structure interaction problems in hemodynamics. After introducing the meth-
ods and their advantages, combinations of these approaches have been applied to different FSI-
problems in hemodynamics. The numerical examples range from FSI for Abdominal Aortic
Aneurysms, the simulation of red blood cells (in flow and through capillaries) to the clamping
of a human aorta during heart surgery. These examples demonstrate the versatility and efficiency
of the proposed methods.
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SUMMARY

Morphogenesis is the biological process that causes an organism to develop its shape. We
describe here several particular aspects of its numerical modeling especially the coupling of
morphogen concentration diffusion with mechanical strains. An inverse problem approach is
finally considered to estimate several parameters which are currently out of reach of current
measurements.

Key Words: morphogenetic movements, active cell deformation, morphogen concentration
diffusion-reaction, inverse problem.

1 INTRODUCTION
Morphogenesis is the biological process that causes an organism to develop its shape. It
can take place also in a mature organism, in cell culture or inside tumor cell masses.
Modeling these movements is particularly interesting because it involves both cell and
tissue behavior. Biologist scientists think furthermore that their understanding can also
provide information on cell collective migration, which is fundamental to cancer
metastatis development.
In embryogenesis, morphogenesis regulates the organized spatial distribution of cells and
it involves a coordinated series of events that are triggered by a limited number of
cellular processes such as migration, multiplication, stretching and folding of the
epithelium. Tissues then undergo large deformations, including growth and contraction,
so that their final configuration and the physical form of the organs are optimally
designed to carry out their specialized functions.
Together with genetics and molecular biology, it has then become very important in the
last decades to identify and better understand the mechanics of this space-time dependent
process [5]. Several biological systems are observed to achieve this goal such as
Zebrafish, C. Elegans or Drosophila embryos. The latter one has been the object of our
research for the last few years and is illustrated here.

2 NEW MODELLING APPROACH OF ACTIVE CELL
DEFORMATION INSIDE THE EPITHELIAL MEMBRANE
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Very often in life sciences we find complex and irregular forms. The analytical
description of their geometry represents a major issue when computer modeling is used to
simulate their behavior. Furthermore, many biological systems such as tissues and
membranes may deform themselves through a series of successive processes, so that their
shape becomes more and more complicated. Even though recent new imaging techniques
such as MRI (Magnetic Resonance Imaging) and CTI (Constant Time Imaging) together
with several microscopy methods have played a significant role to provide digital images
of living tissues, many fundamental parameters of the systems remain unknown.
Therefore, for computer simulations drastic approximations of the real geometrical
shapes are usually introduced. Such simplifications allow qualitatively describing
elementary deformations, but still for highly idealized structures such as spheres,
ellipsoids or other simple analytical geometries. Consequently, we have developed an
intermediary technique, which lies at the middle line between an analytical approach for
simplified biological structures and a digital segmentation of real complex living
structures [2].
The key idea is to parametrize one of the coordinates of a general shell, specifically the
thickness variable, using the electric potential, which is calculated by the classical
Laplace’s equation and to define then a curvilinear coordinates system, which enables to
describe any type of three-dimensional geometry, even those showing irregularities or
holes. Once the coordinate system has been defined, we are then able to introduce and
model any type of elementary deformation occurring to the biological structure.

Fig. 1 Numerical computation of the curvilinear basis for a generic 3D structure using the electrical parametrization.
(a) The normal vector n0 . (b) and (c) The tangential vectors Vθ  and Vz  respectively (for illustrative purpose only part

of the 3D structure is represented).

Fig. 2 Isovalues of the three potentials giving the coordinates system constituted by Vξ1
 (a), Vξ2

 (b) and Vξ3
 (c) (for

illustrative purpose only part of the 3D structure is represented).
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3 GRADIENT OF DEFORMATION DECOMPOSITION
FOR TISSUE RESPONSE TO CELL DEFORMATION

As an example, a three-dimensional finite element model of the Drosophila embryo has
been created in order to simulate three morphogenetic movements: ventral furrow
invagination (VFI), cephalic furrow (CF) formation and germ band extension (GBE) [1].
The thin embryonic tissue modelled as a Saint-Venant material and a unilateral contact
condition with the surrounding stiff vitelline membrane was implemented. The
membrane encloses the yolk, not meshed here, which is considered to stay under uniform
pressure implying a non-local pressure condition because of the volume conservation.
The large strains occurring to the cells are considered using a deformation gradient
decomposition method. The total deformation F was split into two parts: an initial active
deformation Fai which accounts for individual cell movements and a subsequent passive
deformation Fm undergone by the adjacent tissues. Therefore we have

F = Fa
iFm (1)

The active deformations Fai change according to the morphogenetic movement considered.
For the VFI (Fig. 3) and CF, apical constriction is implemented as the only active
deformation responsible of the movement. Additionally, for the CF formation we have
been able to reproduce the movements of the cells towards the anterior pole of the
embryo, which, to our knowledge, has never been proposed in literature before. (Fig. 4)
[3]. For GBE, we introduce an elongation along the antero-posterior axis of the embryo
and a shortening along the dorsal-ventral axis, so that the convergent-extension
movement of the tissues is simulated. Together with the individual simulations of the
movements, we also proposed  the concurrent simulation of the biological events.

Fig. 3 Fig. 4

Fig.3 Successive phases of VFI. On the left ventral views, on the right cross sections of the embryo (AP= anterior pole,
PP= posterior pole). Fig. 4 From (a) to (c), successive steps of the dynamic simulation of the CF tested for a hollow
ellipsoidal geometry. In red the active region where the active deformation is introduced.

4 MECHANO-DIFFUSION OF MORPHOGEN
So far, the active deformations proper to each morphogenetic movements have been
detected from experimental observations, therefore directly introduced in the model. The
true link between mechanics, and the chemical and genetic activity remains less known.
However recent biological experiments have shown that a diffusion phenomenon of
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morphogen concentration, which is considered as an additional signaling parameter [4].
may drive and control these active celle deformations.
To couple the chemical and the mechanical fields, we introduce, on one hand, a simple
linear relationship between the rate of the active deformation magnitude α  and the actual
concentration of morphogen per unit of deformed volume c as follows

dα
dt

= β ⋅ c (2)

where β  is a positive constant. On the other hand, the morphogen concentration c verifies
the following diffusion-reaction equation in highly deforming media written in the initial
configuration:

d(Jc)
dt

= divp J  kD  C−1 ∇ pc( )( ) + JkRc  (3)

with J = det F , kD  the diffusivity scalar constant, kR  the chemical reaction coefficient and
C = FTF  is the Cauchy-Green deformation tensor.
By the individual simulations of three morphogenetic movements, we show that
deformation patterns similar to those experimentally observed, can be modeled by
properly combining the two phenomena.

Fig.4 From (a) to (c) successive steps of the VFI simulation. As we can observe, the morphogen concentration c
decreases as long as the active deformation increases so that the VFI occurs.

5 INVERSE PROBLEM APPROACH
Numerical simulation requires rather accurate quantification of material parameters, and
geometries. In many areas this is a difficult issue to obtain experimentally such
information but in morphogenesis this is particularly exacerbated.
Thus an inverse problem approach appears extremely valuable. We use a misfit function
Jerr, which depends on parameters such as material properties, Fa the active deformations
or even the internal shape of the embryo because often only the external boundary has
been measured and identified.
The optimisation of the error function Jerr is performed by computing the optimality
equations for all the parameters via an adjoint state which allows to elegantly and
efficiently compute its gradient. All the unknowns are finally computed using a Newton
Scheme with unidirectional line search.
Several examples of such an approach applied to morphogenesis will be illustrated during
the presentation.
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6 CONCLUSIONS
We have discussed several aspects of morphogenesis simulation which couples individual
cell movements with macroscopic tissue deformation. These peculiar cell deformations
are activated by morphogen concentration, which satisfies a diffusion equation in
deforming media. Results have been presented which shows how successful numerical
simulation may be to understand complex phenomena such as invagination.
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SUMMARY

Blood flow modelling within a carotid artery bifurcation is of interest with regards to the gen-
esis and diagnosis of atherosclerotic plaques. In the present study, the arterial geometries were
reconstructed using AMIRA and an in-house meshing software. Boundary layer meshes were
employed to accurately resolve high near-wall velocity gradients inside the artery. A locally con-
servative Galerkin (LCG) spatial discretisation was applied along with an artificial compressibility
and characteristic based split (CBS) scheme to solve the 3D incompressible Navier-Stokes equa-
tions. The blood was modelled as a Newtonian fluid and a no-slip boundary condition was applied
to the vessel wall. A Womersley profile was applied to the inflow and outflow boundaries. Turbu-
lence was modelled using a Spalart-Allmaras one equation model in cases of severe stenosis. In
order to analyse the transient flow within the carotids, haemodynamic wall parameters (HWPs) are
utilised. Selected results have been presented in the current work, highlighting both the variations
and conformities between inter-patient carotid haemodynamic wall parameter distributions.

Key Words: carotid bifurcation, patient-specific modelling, LCG, local flux conservation,
CBS, wall shear stress

1 INTRODUCTION

Clinical observations have shown that atherosclerotic disease typically occur at regions of com-
plex haemodynamics such as arterial bifurcations. Simulating the blood flow within the artery
can provide understanding to the genesis and diagnosis of atherosclerotic plaques. Since cardio-
vascular disease is the principle cause of death in the United States, Europe and regions of Asia,
this topic is of particular importance. Research has found that low or oscillatory wall shear stress
is associated with atherogenesis and high oscillatory shear stresses have been shown to induce
inflammatory pro-atherogenesis effects such as monocyte adhesion. Whereas high shear stresses
have been linked to mechanical and/or chemical mechanisms that provide athero-protective ef-
fects. In the present work, six haemodynamic wall parameters from the literature are brought
together and thoroughly investigated in order to assess atherosclerotic plaque formation [1].

In order to model the blood flow, the locally conservative Galerkin (LCG) method is employed
within the characteristic based split (CBS) scheme. The technique was developed in order to
rectify some of the inherent drawbacks of the discontinuous Galerkin (DG) methods while main-
taining advantages such as explicit local and global conservation. Use of DG methods within
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industry is often hampered by the large CPU and memory requirements, due to the need ofstoring
multiple solutions at a node as well as solving for additional flux variables. To overcome these
restrictions, the approach adopted within this work allows for the introduction of the interface flux
into the continuous Galerkin framework [2,3].

In this work we briefly outline the method used for flow simulation. In order to deal with do-
mains including severe stenosis, turbulence modelling and Windkessel boundary conditions are
introduced. The computational code developed in-house is described and its scalability discussed.
It is then applied to study the fluid induced wall shear stress distributions on a number of patient-
specific carotid bifurcation problems.

2 NUMERICAL SCHEME

2.1 Semi-discrete form of the characteristic based split (CBS) scheme

The present work couples the semi-discrete CBS scheme [4] with the LCG spatial discretisation
[1, 3] procedure to obtain an element-wise solution strategy. The CBS approach adopted in this
work, starts with a solution to an intermediate velocity field. This intermediate velocity field is
then corrected, once the pressure field is obtained from a pressure (continuity) equation. Ignoring
third and higher order terms, the three steps of the CBS scheme are defined respectively as:
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The artificialcompressibility from of the CBS scheme is employed along with a dual-time stepping
approach to recover the transient solution [4].

2.2 The Spalart-Allmaras turbulence model

If a stenosis is present within the domain, then the flow may experience transition from laminar
to turbulent. If this is the case, a Spalart-Allmaras (SA) turbulence model is employed. It is a one
equation model, which uses a single scalar equation and several constants to model turbulence.
The SA model is applied as a fourth step to the CBS scheme. The SA model equation is given
below
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d
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︸ ︷︷ ︸

Near−wall inviscid destruction

+ cb1Ŝν̂
︸ ︷︷ ︸

Production

(4)

The reader is referred to [5] for further information on the SA model and the modifications required
for Step 1 of the CBS scheme.
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2.3 Boundary conditions

The blooddynamic viscosity and density are taken to beµ = 0.004 kg/m s andρ = 1.0 × 103

kg/m3 respectively. A no-slip boundary condition was applied to the vessel wall. The blood flow is
assumed to be unsteady and fully developed with a Womersley profile being employed. Another
alternative would be to use measured velocity profiles captured using MRI and phase contrast
measurements. However, this was not possible in this case and thus a Womersley profile is used.
Construction of the velocity profile, the harmonics used in waveform generation and the mapping
procedure to map the the flow profile to a non-circular cross section can be found in [1,6].

In order to simplify the boundary conditions, we have assumed an internal carotid artery (ICA)
flow rate of 60% and an external carotid artery (ECA) flow rate 40% of the total common carotid
artery (CCA) flow rate for healthy geometries.

3 MESH RECONSTRUCTION

Geometry was constructed from a set of CT images. The healthy right carotid from Patient 1 was
constructed from a set of scans provided by Singleton Hospital, Swansea, UK. Further carotid ge-
ometries (left and right from each patient) were constructed from sets provided by Royal Wolver-
hampton Hospital, Wolverhampton, UK. At least one of the carotids in each of the Wolverhampton
sets has been clinically diagnosed with a stenosis. The geometric reconstruction was undertaken
using AMIRA. In order to improve the quality of the AMIRA surface mesh, surface coarsening
and smoothing using the technique given by Saksonoet al [7] was undertaken. Preparation of the
surface mesh included introducing cuts to ensure the inlet and outlets were perpendicular relative
to the arterial wall. To capture the high velocity gradient close to the wall boundary layers are
required. They are constructed by projecting the surface points inward along the surface normal.
A new surface mesh is constructed from these new points, with the same topology as the outer
surface mesh. The two surface meshes are connected together and tetrahedra are formed by the
subdivision of prismatic elements. Multiple boundary layers can be constructed through repetition
of this technique. The volume mesh for the remainder of the domain is formed using a meshing
solver based on the Delaunay method. The boundary layer mesh thickness exponentially decreases
closer to the vessel wall [1,7].

4 RESULTS

Six derived haemodynamic parameters were investigated in order to predict the locality of athero-
genesis. These include time-averaged wall shear stress (WSS), oscillating shear index (OSI) and
the wall shear stress angle deviation (WSSAD). Selected results of the time-averaged WSS are
shown in the figure below. In the case of the right carotid of Patient 01 (PAT01R) and the left
carotid of Patient 03 (PAT03L), the peak values occur at the stenosis proximal to the bifurcation.
Low WSS is predicted along the outer wall of the ECA. Within the geometry of PAT03R, high
WSS occurs near the flow divider. This is an athero-protected region. This is in good agreement
with other reported work [8]. From PAT01R and PAT03L, high rather than low values of WSS
are found at the stenosis. The low and oscillating wall shear stress hypothesis does not explain
the continued growth of plaque, once sufficiently accumulated to alter the preceding shear stress
distribution as seen in PAT01R and PAT03L. The predicted peak of 805 dyne/cm2 in PAT03L is
exceptionally high and damaging. This is greater than the 315 dyne/cm2 that Holmeet al [9]
determined was sufficient to induce platelet activation and enhanced platelet thrombus formation.
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Figure 1: Figure showing the Time-Averaged Wall Shear Stress (dyne/cm2) distributionfor four
carotids. (a) PAT01R (b) PAT03R (c) PAT03L (d) PAT04L

5 CONCLUSIONS AND FUTURE WORK

This short paper outlined a method of modelling blood flow and using haemodynamic wall param-
eters to analyse atherogenesis with the intention of geometrical classification. Work is ongoing in
the analysis of further geometries and model refinement. Further research is certainly necessary
both in terms of understanding the atherogenesis and classification of carotid stenoses.
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SUMMARY 

 
The heart pumps blood throughout the body efficiently owing to the heart valves operation. 

Aortic stenosis (AS) is one of the most common diseases related to dysfunction of the heart 

valves. In this study, we apply the virtual flux method to the 2D aortic valve leaflets, and consider 

the movements of the valve leaflets during cardiac cycle. The longitudinal length L and diameter 

D of the aorta are 200 mm and 20 mm. The shape of the sinus of Valsalva is approximated as a 

semi-ellipse. The Reynolds number Re at the peak velocity corresponds to 100. The aortic valves 

open due to pressure gradient and the blood flows toward the aorta. Vortices are obviously 

confirmed in the sinus of Valsalva, which are considered to help the aortic valves to close. We 

successfully reproduced the movements of the aortic valve leaflets during cardiac cycle by the 

virtual flux method. 
 

Key Words: Aortic valve, blood flow, sinus of Valsalva. 
 

 

1. INTRODUCTION 
 

The aortic valve consists of three thin membranous cusps, which in the open position are 

displaced outward toward the aorta to eject blood in the left ventricle, and come together to seal 

the aortic orifice in the closed position. The heart pumps blood throughout the body efficiently 

owing to the heart valves operation. Aortic stenosis (AS) is one of the most common diseases 

related to dysfunction of the heart valves. The opening area of the valve decreases due to AS, 

which cause considerable reduction of amount of blood flow. Clinically, the severity of AS is 

evaluated by estimating the opening area of the valve. The opening area determined by using 

planimetry to trace manually at the level of the orifice usually includes some errors [1]. A 

modification of the Bernoulli equation is applied to determine the pressure gradient [2], however, 

there is a tendency for pressure gradients derived by echo data to be larger than those directly 

measured using invasive cardiac catheters. It is necessary to know blood flows around aortic 

valve and pressure drop changes due to AS in advance. Numerical simulation is expected to lead 

to a better understanding of AS and its dependence on flow parameters. In this study, we apply 

the virtual flux method (VFM) [3], which is a tool to describe stationary or moving body shapes, 

to the 2D aortic valve leaflets, and consider the movements of the valve leaflets during cardiac 

cycle. 
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2. METHODS 

2.1.  COMPUTATIONAL MODEL 
 

Numerical simulation of blood flow in aorta with valve leaflets and sinus of Valsalva is 

performed. Figure 1 shows the schematic view of the 2-dimensional simulation model used in this 

study. The longitudinal length L and diameter D are set to 200 mm and 20 mm. The valve leaflets 

whose length is D/2 are placed at 2D from the inlet. The shape of the sinus of Valsalva is 

approximated as a semi-ellipse with the longitudinal length and depth are 20 mm and 10 mm, 

respectively. 
 

 
 

Figure 1. Schematic view of the computational model. 

 

2.2.  GOVERNING EQUATION 
 

The lattice Boltzmann equation (LBE) with a 2D square lattice model with 9 velocities for 

incompressible fluid, which is proposed by He and Luo, is used as a governing equation. 
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where p  is the distribution function, p
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 is the equilibrium distribution function, and  is the 

relaxation time. It is shown that the Navier-Stokes equations can be derived from the LBE though 

a Chapman-Enskog expansion procedure in the incompressible limit with a relaxation time  as, 
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 is the truncated form of 

the Maxwell distribution, which is a very good approximation for small Mach numbers. 
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where  is the weight coefficients given as 4/9 (  = 0), 1/9 (  = 1 ~ 4), and 1/36 (  = 5 ~ 8). 

Macroscopic quantities such as pressure p and velocity u can be directory evaluated as, 
 

 p = p , (4) 
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1
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2

p e , (5) 
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where cs is the sound speed which is given by 
 

 cs =
c

3
. (6) 

 

The motion of the valve leaflets obeys following equation 
 

 T = I ˙ ̇  , (7) 
 

where T is the torque, I is the moment of inertia, and  is the angle of the valve leaflet. The range 

of the valve leaflet angle  is 0 to /2. 

 

2.3.  BOUNDARY CONDITIONS 
 

Axial velocity u at the inlet and pressure p at the outlet are given as shown in Fig. 2. Other 

parameters are linearly extrapolated. No-slip conditions are assumed on the wall and valve 

leaflets. The Reynolds number Re at the peak velocity in Fig. 2 corresponds to 100. 

 

 

2.4.  VIRTUAL FLUX METHOD 
 

Boundary conditions are taken to expand the distribution function. In case that boundary points 

are not located on the cell vertex, we apply the virtual flux method (VFM), which enables us to 

estimate flow field around arbitrary body shapes properly in a Cartesian grid [3]. Figure 3 shows 

an example of virtual flux boundary, where the virtual boundary point b is placed between cell 

vertexes 1 and 3. When the distribution function at vertex 1 is obtained, the distribution function 

at vertex 3, which includes the effect of the virtual boundary, is necessary, and vice versa. The 

macroscopic quantities on the virtual boundary point b are then determined to satisfy the 

boundary conditions. No-slip condition on the boundary, for example, is attained to assume zero 

pressure gradient (Eq. (8)) and zero velocity (Eq. (9)) on the boundary. 
 

 pb =
1+ r( )

2
p1 r 2p2

1+ r( )
2

r 2
, (8) 

 
      ub = 0, (9) 

 

where r is the distance between vertex 1 and virtual boundary point b. Next, the equilibrium 

distribution function p
(eq)

 and distribution function p  at the virtual boundary point b are obtained 

through Eqs. (3) and (10). 
 

 
    
p ,b = p

eq( )
ub, pb( )+ p ,1 p ,1

eq( )( ), (10) 

 

where p
(eq)

(ub, pb) is the equilibrium distribution function, whose macroscopic quantities ub and 

pb satisfy the boundary condition. The distribution function p  at the vertex 3 is then estimated to 

extrapolate that at the virtual boundary point b. 
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p ,b 1 r( )p ,1

r
, (11) 
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 Figure 2. Axial velocity u and pressure p. Figure 3. Virtual boundary. 

 

3. RESULTS AND DISCUSSION 
 

The pressure distribution around the aortic valve leaflets is shown in Fig. 4. The aortic valves 

open due to pressure gradient and the blood flows toward the aorta. Vortices are obviously 

confirmed in the sinus of Valsalva, which are considered to help the aortic valves to close. We 

successfully reproduced the movements of the aortic valve leaflets during cardiac cycle by the 

virtual flux method. 
 

 
 

Figure 4. Pressure distribution and velocity vectors around the aortic valve leaflets. 
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SUMMARY
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1 INTRODUCTION

A functioning heart is a prerequisite for human life. It consists of 4 chambers, the two atria and
two ventricles. The left ventricle (LV) pumps the oxygenated blood coming from the lungs into
the whole body. Our research interest lies in developing a good and reliable model of the LV
based on our knowledge in numerical analysis and high performance computing, in cooperation
with medical expertise, aiming for a better understanding of cardiac function.
We model the blood flow in the left ventricle by a finite element method with a geometrical model
based on ultrasound measurements during the four basic stages of the cardiac cycle; isovolumet-
ric relaxation, diastole (filling), isovolumetric contraction and systole(emptying). The goal is to
develop a model that can address clinical hypothesis about heart failure and its treatment. The
simulations are based on the open source software Dolfin and Unicorn [2] which are part of the
FEniCS platform.

2 MAIN BODY

2.1 The model

In our approach, blood flow in the LV is driven by the prescribed movement of the inner wall
and the pressure difference between ventricular pressure and the exterior pressure in the aorta
and atrium respectively, when the valves are open. For this purpose, the inner wall of the LV is
sampled from one healthy person in different scan planes by ultrasound imaging and saved as data
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Figure 1: Left ventricle Pressure-Volume diagram

in form of a set of surface meshes [1]. Hermite interpolation is applied to interpolate the boundary
movement, and the volume mesh is updated by Laplacian smoothing. The cardiac cycle in our
model lasts for a period of 1.124 seconds, and is as a first step divided into the two basic stages of
diastole and systole, see Fig.1 (DA) and (BC).
The two stages are modeled by prescribing boundary conditions at marked regions on the surface
of the model of the LV, representing the mitral valve and the aortic valve. At the open valves the
pressure is set to zero and at the closed valves a no-slip boundary condition is applied so that the
blood has the same velocity as the wall. The calculation is started shortly before the systole and
the initial velocity is set to zero. Thus the simulation has to be run over several cycles to get a flow
simulation independent of the initial conditions.
At the moment we are working with modelling the full cardiac cycle with its four stages, including
the isovolumetric relaxation (CD) and isovolumetric contraction (AB). With the heart cycle we are
able to recreate the full pressure-volume diagram. Differences compared to the reduced model
will be studied, and the model of the full heart cycle will also be validated against experimental
data.

2.2 Discretization

Our mathematical approach to describe the blood velocity is the incompressible Navier-Stokes
equations formulated as an Arbitrary Lagrangian-Eulerian method (ALE) taking into consider-
ation that the boundary is moving. We choose a standard stabilized cG(1)cG(1) finite element
method [3] with piecewise continuous linear trial functions in time and space, and test functions
piecewise constant in time. The heart model is based on software components suitable for high
performance parallel computing [4], and development is now under way to port the model onto
high performance computer architectures.

2.3 Evaluation of the model

To validate the model, simulations were performed on a three times uniformly refined mesh, where
we compare the velocity profile to available medical data. We find that the form of the velocity
profiles at the inflow and outflow matches well with medical data from ultra sound measurements
although the amplitude of the velocity differs in this very crude model (see Fig.2 and 3). The
second phase in the outflow profile which can’t be observed clinically is a result of not including
the valves and a sample volume at some distance from the outflow.
A first test application of our model was to study heart failure characterized by a dilated heart. We
modified the geometry in such a way that the stroke volume is retained and we examined the ef-
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Figure 3:Flow Velocity at the outflow for a healthy heart.

fects of this state on the blood flow pattern. The results in Fig.4 are gained from a ventricle where
the volume was enlarged by a scale of 1.5 in x and y direction (but not in the length direction
z). We find a significant difference in flow patterns, with in particular a large region of stagnating
flow near the apex in the dilated heart, which in clinical medicine is associated with risk of clot
formation.

3 CONCLUSIONS

Based on ultrasound measurements and the Navier Stokes equations discretized by a standard finite
element method we were able to simulate the blood flow in the left ventricle. In our simulation the
movement of the inner wall is interpolated with boundary positions measured in ultrasound mea-
surements which makes it possible to render a realistic representation of the real heartbeat. Future
work will be forward on enhancing the model geometrically and numerically. We have started to
build a platform with research groups in human-computer interaction, to develop a multi-model
interface, including haptic interaction. To secure, develop and make our model applicable the dis-
cussions, dialogue, feedbacks and inputs from physicians are of high importance, and we are in
contact with medical researchers and clinical doctors from the Umeå University and the Karolin-
ska Institutet.
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(a) Velocity in a healthy heart (b) Velocity in a dilated heart

Figure 4:Velocity at time t=0.6s.
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SUMMARY

Haemodynamic calculations are carried out on GPUs. Speedups in the range of 1:3-1:4 are
achieved.

Key Words: GPU, CFD, blood flow, aneurysm.

1 INTRODUCTION

Over the last years, graphics processing units (GPUs) have increased tremendously in perfor-
mance, and continue to do so at a much faster pace than CPUs. As an example, the latest Fermi
architecture from The NVIDIA Tesla C2050 now achieves more than 0.5 Teraflops of peak double-
precision performance with a peak memory bandwidth of 144 GB/s. The consumer-market ori-
ented GeForce GTX 480 achieves more than 1.25 Teraflops of peak single-precision performance
with a peak memory bandwidth of 177.4 GB/s [Nvi10,Nvi09]. Furthermoe, the appearance of
general-purpose programming interfaces such as CUDA [Nvi10] and OpenCL [Khr09] have made
them accessible to scientific computing applications. It is therefore not surprising that running
computational fluid dynamics (CFD) simulations on GPUs has received considerable attention re-
cently, mainly for aerodynamic applications [Owe07, Bra08, Leg08, Coh09, Cor09, Jac09, Jes09,
Göd09, Koc09, Phi09, Ant10, Aso10, Cor10, Kam10].

Given that most medical visualization devices have, at their core, powerful graphical processing
units (GPUs), and that almost any PC or laptop today has at least one powerful GPU, it is ob-
vious that running CPU-intensive applications, such as haemodynamic [Ceb02, Ceb05, Mut10]
and aelodynamic (i.e. fluid dynamics) simulations on GPUs offers an extremely attractive way to
increase turnaround times without having to migrate the applications to off-side supercomuting
centers.

2 FEFLO-TO-GPU

The starting point for the endeavour followed here was FEFLO, typical adaptive, edge-based finite
element code for the solution of compressible and incompressible flow. It consists (like so many
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so-called legacy codes) of nearly one million lines of primarily Fortran 77 code, and is optimized
for many types of parallel architectures.

While GPUs offer high performance, arbitrary code cannot simply be recompiled and expected
to run efficiently on GPUs. Instead GPUs require that code be re-written using interfaces such as
CUDA [Nvi10] or OpenCL [Khr09]. While writing new code in CUDA or OpenCL is not intrin-
sically difficult, the manual translation of a code on the scale of FEFLO necessarily introduces a
large number of bugs, and would involve an overwhelming amount of tedious work. There are
more than 10,000 parallel loops in FEFLO to be translated. Translating loops is actually relatively
simple compared to handling the intricate bookkeeping required to properly track arrays across
the subroutine call graph in order to ensure their consistent placement into either the GPU or CPU
memory space, deducing sub-array semantics, and correctly calling data transfer subroutines when
necessary. Just translating the code in its current state would be a formidable task. Furthermore,
FEFLO remains under continuous development, and therefore a manual approach would result in
a perpetual translation process and necessitate the creation of two separate codebases.

Another issue is that of choosing the right interface to access GPU hardware. CUDA has the
disadvantage of being proprietary, while OpenCL is an open standard. However CUDA is more
mature and has extensive C++ support. Both of these factors have contributed to the availability
of libraries such as Thrust [Hob09], which are used extensively in the GPU version of FEFLO.
A similar library, with such a breadth of generic, data parallel algorithms, does not appear to be
available for OpenCL. In addition, even if a GPU code is written in OpenCL, it still needs to be
optimized to satisfy the performance requirements of different hardware. Therefore, an approach
is needed which can be rapidly adapted to new combinations of hardware and software.

Due to these issues, an automatic translator is used in this work, which avoids most issues plaguing
manual translation, and is flexible enough to satisfy future hardware and software requirements.
Automatic approaches often compromise on performance, which contradicts the ultimate purpose
of porting codes such as FEFLO to GPUs. That is not the case here, since the translator was
specialized to generate the same code that would be written via a manual translation. As a result,
the purpose of this script is not to automatically parallelize any arbitrary code, or even translate
any arbitrary OpenMP-parallelized code. Rather its purpose is to enable the main developers of
FEFLO to continue development in Fortran, with certain additional necessary restrictions. Most
of the script, however, is general-purpose, and as a side benefit, it is entirely conceivable that this
translator could be adapted to also translate other codes automatically by adapting to the coding
style used.

In summary, the resulting translator is just a few thousand lines of Python code, which automati-
cally:

- Converts simple OpenMP loops to CUDA kernels, with support for arbitrary reduction op-
erations;

- Exposes finer-grained parallelism in coarse-grained OpenMP loops using FEFLO-specific
logic;

- Detects GPU arrays and enforces consistency across the subroutine call graph;

- Tracks physical array sizes of subarrays across subroutine calls;

- Uses a transposed array layout appropriate for meeting coalescing requirements;

- Handles GPU array I/O and memory transfer;

185



- Allows ‘difficult’ subroutines to be ignored and left on the CPU, or overridden with custom
implementations, usually based on Thrust [Hob09]; and

- Integrates with pure CPU code, including MPI code.

A more detailed description of the translator may be found in [Cor10].

3 AN EXAMPLE

This example considers the laminar steady flow in an aneurysm. The incompressible Navier-
Stokes equations are solved using an explicit integrator for the advection terms, implicit integration
of the viscous terms, and a projection technique for pressure increments [Loh06, Loh08]. There-
fore, a large portion of the compute time is consumed by the diagonally preconditioned conjugate
solvers of the velocity and pressure increments. Figure 1 shows a typical result obtained.

Figure 1 Aneurysm

Thetiming studies were carried out with the following set of parameters: Incompressible Navier-
Stokes, Advection: RK3, Roe, nlimi=2, Pressure: Poisson (Projection, DPCG), Steady State,
Local Timestepping, 0.5 Mels, Run for 200 Steps

nelem CPU/GPU mvecl Time [sec]

0.5 Mels Xeon i7 (1) 32 352
0.5 Mels GTX 285 12,600 114

Table 1: Aneurysm
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SUMMARY 
In this study, a 3D finite element based simulation program incorporating the propagation of 
excitation and excitation-contraction coupling mechanisms developed by us was modified to 
reproduce the more realistic ventricular wall structure. FE model of LV consists of six layers of 
muscle bundles and the fiber direction of the inner-most layer was longitudinal. Although the 
detailed modeling did not influence the global pump function of the LV appreciably, we could 
successfully identify the functional significance of longitudinal fibers as pointed out by clinical 
observations.  Furthermore, we also changed the heart structure drastically to elucidate the 
functional significance of the fiber structure. The results suggest that the double-helical structure the 
heart has developed through the evolutionary process can be an optimal design for a blood pump. 
 
Key Words: computer modeling, fluid-structure interaction analysis, blood flow, hemodynamics, 
biomechanics. 
 
1. INTRODUCTION 
It is well recognized that computational science is now becoming an indispensable disciplines for 
understanding the complex scenario of living systems resulting from the dynamic interactions 
among proteins, cells and organs. In this filed, the heart is a challenging target for the researchers 
because modeling of this organ requires the integration of multi-physics and multi-level phenomena 
and many investigators have tried to simulate the various aspect of cardiac function under both 
normal and diseased conditions. We have already reported a fluid-structure analysis of the left 
ventricle based on the propagation of excitation in the wall and the excitation-contraction coupling 
mechanism in each cardiac cell [1]. In this simulation, the ventricular wall was divided into six 
layers from endocardial (the inner-most layer facing the cavity) to epicardial (the outer-most layer 
facing outside), the fiber orientations of which were varied from –60 to 60 degrees. Although 
experimental studies unanimously showed a continuous change in fiber direction from endocardial 
to epicardial layer, there is some discrepancy in result about the inner-most layer. Streeter et al.(2)-
(3) reported that the fiber orientation ranges from －60 (endocardial layer) to 60 degrees (epicardial 
layer). But some researchers claimed the functional significance of the inner-most fibers running 
almost longitudinally (-90 degrees)(4). This fiber population, mainly consisting of trabeculae, 
constitutes only a small portion of the entire ventricular wall, but its functional role has attracted the 
interest of cardiac physiologists and clinicians. Reduction of ventricular cavity volume during 
ejection is brought about not only by the shortening of the minor axis but also, although to a lesser 
degree, by the shortening of the long axis. In normal hearts, the long axis shortening begins during 
the isovolumic contraction period to make the ventricle more spherical. Because myocardial 
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excitation spreads from the endocardial layer to epicardial layer, this initial shortening in the long 
axis may be caused by the endocardial longitudinal fibers. On the other hand, as most diseased 
process including ischemia insults the endocardial layer first, impairment of the long axis 
shortening is suggested to serve as an initial sign of global cardiac dysfunction. However, as the 
obliquely running fibers incorporated in our previous model did reproduce the long axis shortening, 
the relationship between the pump function of the left ventricle and its fiber structure in the wall 
needs more detailed analysis from both medical and mechanical points of view.  

Accordingly, the purpose of this study was two-fold. First, by modifying the fiber 
structure in the ventricular wall including the inner-most one running longitudinally, the effect of 
detailed modeling on the predictability and accuracy of the simulation were examined based on the 
comparison with the clinical data reported in the literature. Second, by varying the fiber structure 
(orientation) of ventricular wall in multiple combinations, we tried to gain an insight into the 
significance of heart structure on its pump function. The results clearly indicated that 1) the detailed 
modeling is surely helpful in accurately reproducing the clinical observation, and 2) the double-
helical structure the heart has developed through the evolutionary process is close to optimal design 
for a blood pump. 
 
2. METHODS 
The present simulation is based on the finite element method (FEM). The model of the left ventricle 
consists of 9792 elements divided into 6 layers from the endocardium to the epicardium (see Fig. 1). 
The fiber orientations of the model were –90, -60, -30, 0, 30 and 60 degrees respectively. Hereafter 
this model is referred as 6-layered model or physiological model. To compare the effect of the fiber 
structure, we constructed hearts with various fiber angle among those including the physiological 
model: 1) single layer with various fiber angle, e.g. the fiber orientations of single-layered 30 
degree model were –30, -30, -30, -30, -30 and -30 degrees respectively, 2) two layers also with 
various angles, e.g. the fiber orientations of two-layered 30 degree model were –30, -30, -30, 30, 30 
and 30 degrees respectively. Also made was the six-layered model without the fiber direction of 
inner-most layer running longitudinally, i.e., the fiber orientations of this model were –60, -30, 0, 0, 
30 and 60 degrees respectively. In response to electrical stimulation applied to the endocardium, 
the excitation propagates towards the epicardium to induce the contraction/relaxation cycle of each 
element, representing the myocytes. In this simulation, the FitzHugh-Nagumo (FHN) model was 
coupled with the monodomain propagation model to reproduce the excitation and its propagation in 
the ventricular wall tissue. Upon excitation, a series of sub-cellular events lead to a transient 
increase in intracellular calcium concentration [Ca2+], which in turn controls the interaction of the 
contractile proteins, actin and myosin, (cross-bridge kinetics) resulting in the development of a 
force. To describe the dynamic relationship between [Ca2+] and cross-bridge kinetics, a four-state 
model proposed by Peterson et al. was employed. To connect the membrane depolarization (FHN) 
model and the four-state model for E-C coupling, an FHN model was used to give a trigger (timing) 
for the phasic change in Ca2+ ion concentration (Ca2+-transient). To characterize the properties of 
cardiac muscles, we adopted the Lin-Yin model, which is based on hyperelastic material theory, for 
the constitutive equation. In this model, the strain energy potential (W) is divided into two 
components, a passive (Wpass), and an active (Wact) component. As the E-C coupling model provides 
active force (F) of the muscles depending on the calculated population of the attached cross-bridges, 
we can consider the coefficients for the active components in the Lin-Yin model to be a function of 
F, whereas those for the passive components are constant. Because we did not model the 
conduction system, we applied the stimulation signal to all the elements on the endocardial surface 
to initiate the excitation.  
 
3. RESULTS 
Figure 2(a) shows the length change in long axis direction of 6-layered model (–90, –60, –30, 0, 30 
and 60 degrees) and 3-layered model (–60, –60, 0, 0, 60 and 60 degrees). The results obtained by 
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the two models look similar, but reveals important difference as follows. In the very beginning of 
contraction (0 to 0.1 sec), 6-layered model (100%) showed an abrupt shortening followed by a 
smaller gradient interval (0.1 to 0.15 sec), whereas 3-layered model shortens monotonously 
throughout this phase. In addition, when the performance of the inner-most layer was reduced, the 
shortening of the 6-layered model (60%) virtually disappeared thus showing clear contrast to the 3-
layered model in which long axis shortening takes place similarly to the control. Recently, tissue-
Doppler technique is widely applied in clinical cardiology to report an important finding about the 
shape change in long axis of the LV; the velocity of mitral ring in the long axis direction during 
systole (equivalent to the time-derivative of long axis length) consists of two distinct peaks and the 
first one decreases its amplitude at the early stage of heart disease when global ejection fraction is 
well maintained. The abrupt shortening in our 6-layered model coincides with this first peak of 
Doppler signals and accurately reproduced the clinical observation. Time derivative of the 
ventricular pressure (dP/dt) is often used as an index of cardiac contractility and reaches its peak 
during the isovolumic contraction phase when only the inner layer is activated. In both 6- and 3-
layerd models, the reduction in performance of the inner-most layer decreased the maximum dP/dt 
by about 20%.  

Figure 2(b) shows the series of P-V loops produced by models with various fiber structures. 
Most of the 1-layered models showed severely impaired pump function except for the 0 degree one 
in which all the fibers run circumferentially. In contrast, the functions of 2-layered models are better 
than physiological model (6-layered with longitudinal fiber) except for the 60 degree one. As is 
easily expected, 1-layered model twist greatly in one direction showing clear contrast to the 2-
layered model and physiological model which rotates in both directions during the cardiac cycle. 
Despite their high degree of torsional deformation, most of 1-layered models show poor pump 
function. In addition, judging from the fact that 1-layer (0 degree) model with virtually no rotation 
can achieve very good pump function, twisting motion of the ventricle is not an important factor for 
ejection of blood. The length change in long axis is dependent on the angle rather than the number 
of layers. In general, the models with larger angles relative to the equatorial plane tend to shorten 
more. Only exception is the 1 layer (0 degree) model which lengthens greatly. We also note that 
length change in long axis did not correlate with the global pump function. 

 
4. CONCLUSIONS 
To analyze the left ventricular pump function, the comprehensive simulation program was 
developed. Using the FE model of LV whose ventricular wall is divided into six layers with the 
fiber direction of inner-most layer running longitudinally, we could successfully reproduced the 
initial abrupt shortening of long axis. Furthermore, through the analyses of various kinds of the 
heart structure, we could reveal the functional significance of the fiber structure. The results show 
that the double-helical structure the heart has developed through the evolutionary process is close to 
optimal design for a blood pump.  
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Figure 1. Diagram of the macroscopic model. 
FEM meshes for solid (ventricular wall with its fiber direction) and fluid (blood) elements are 
shown with electrical analogs of the after-load (systemic arterial tree) and pre-load (pulmonary 
circulation with active left atrium). R1, characteristic impedance; R2; peripheral resistance; C, 
capacitance; PV, pulmonary source pressure; RV, source resistance; CP, pulmonary venous 
capacitance; RP, pulmonary resistance; LP, pulmonary inertance; RAV, atrioventricular resistance; LAV, 
atrioventricular inertance; ELA, time-varying elastance of the left atrium. Red arrow: inflow angle of 
the physiological model. Blue arrow: inflow angle of the non-physiological model. 
 
 

 
Figure 2 Vertical displacement histories and Pressure-volume loop 
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SUMMARY

In a previous paper we show how a HPC platform, such as Cell/B.E., could be used to simulate
electrophysiology models that include diffusion and non-linear terms. In the present work we
make one step further in the research for performance by using an NVIDIA GPUs to solve the
same problem, paying attention to the differences in development effort and performance when
compared to the other HPC platforms. Our simulator uses a Finite Differences method explicitly
advanced in time, using a first order stencil. By means of a performance-driven desing process,
we have developed a simulator that includes several techniques to improve the memory access and
the arithmetics involved in the simulation. Thus, we have enhanced the efficiency of the overall
simulation to a maximum.

Key Words: Computational Electrophysiology, Excitable Media, High Performance Computing,
NVIDIA GPU

1 INTRODUCTION

Even considering that Graphical Processor Units were developed in the ’70s, only in the past
decade they are facing a golden age. Despite of its design as a pure graphics processors, their
potential to be used as computing accelerators for commodity processors has arised. Nonetheless,
with the aparition of first NVIDIA’s CUDA release (2007), scientific computing has experienced
an speed-up of one order of magnitude order. Taking into account that a 1 Teraflop GPU can be
less than e300.00, almost everybody is able to have a small supercomputer to boost its research
with a humble investment. Furthermore, CUDA design allows the developer to work without the
need of having in mind the specific GPU architecture he is programing for. Following their phi-
losophy, if more computational power is needed it is enough to change the GPU, without making
any changes (at most recompiling) to the code.
After having seen how fast the accelerator market is evolving, we have designed a modular soft-
ware platform able to incorporate any new number crunching machine that appeared. Hence, only
the accelerator parts must be rewritten, while reusing all the common parts, that are not optimized
and run in any general purpouse processor.

2 HPC ELECTROPHYSIOLOGY

In this paper, the Physiological model of the excitable media is based on the Hodgkin-Huxley
theory. As a first approach, we implemented the FitzHugh - Nagumo (FHN) [1] model,
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Cm
∂φ

∂t
=

∂

∂xi

(
Dij

Sv

∂φ

∂xj

)
+ Iion, (1)

where Cm and Sv are constants of the model, the membrane capacitance (µF cm−2) and the
surface to volume ratio respectively. The total membrane ionic current is Iion (µA cm−2). In this
model, to the ionic current definition, a gate potential W equation is added:

Iion = c1φ(φ− c3)(φ− 1) + c2W

∂W

∂t
= ε (φ− γW ). (2)

W is called recovery potential. Constants c1, c2 and c3 define the shape of the propagation wave
and ε and γ control the recovery potential evolution.

The numerical discretization used for implementing the stated equations, is based on the Finite
Differences Method (FDM) [2], explicitly advanced in time. The presented scheme is a proof of
concept, based on the following points:

• The computational domain is a paralelepipedal structured mesh.

• The Physiological model is simple: the FHN.

• The model does not includes fiber orientation information.

The pseudo-code shown in Algorithm 1, implement the equations using FDM. The body of the
algorithm is a loop in time that applies the equations for each and every point in the input potential
model (lines 1 and 2). For each point, the algorithm computes the laplacian (Equation 1), which is
the most time consuming part of the algorithm due to the low operation/memory access ratio. This
situation encourage us to optimize the laplacian calculation in order to get the maximum efficiency
from the algorithm.

Potential propagation

input: model, spatial and time discretization, source
output: potential field

1: for all time steps do
2: for all model points do
3: compute the laplacian
4: compute the free term
5: do time integration
6: compute the coupled equation
7: end for
8: end for

Figure 1: The potential propagation algorithm

Our focus in this work is to map Algorithm 1 on an NVIDIA GTX280, that, without being a high-
end GPU system (compared to Tesla and Fermi), has a considerable 1 TFlop peak performance
and a bandwidth of 142 GBytes/s from GPU to GPU memory. As we show in our last work [3],
our algorithm is memory bounded. Because of the memory characteristics of our accelerator, we
have reached an application performance of 101.3 Gflops (10.85 % of the peak).
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Figure 2: Tesla unified graphics and computing architecture of a GeForce GTX 280 or Tesla C1060
GPU with 240 SP functional units, organized in 30 SM multi-threaded multi-processors. Each SM
can handle up to 768 concurrent threads; the GPU executes up to 30,720 concurrent threads [4]

Figure 2 show the general GPU architecture for NVIDIA GTX 280. It is important to remark
that modern 3D graphics processing units (GPUs) are designed to take advantage of the data-
parallel characteristics found in image generation algorithms. They contain hundreds of functional
units that can operate in parallel when accessing different data elements (SM in figure 2). The
computing power of these devices easily exceeds that of general purpose multi-core CPUs. Thus,
some GPU manufacturers like ATI and NVIDIA have generalized the design of the processors to
allow them execute general purpose programs using C-like programming languages.

3 CONCLUSIONS

The current work presents the FHN equations implemented on an NVIDIA GTX280. Today we
have obtained 101.3 Gflops using a FD numerical scheme. Consequently, we can run simula-
tions of sizes that we could only imagine some years ago. In the future we want to enhance the
complexity of the model while mantaining the performance.
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SUMMARY 

 
The clinical application of image-based computational fluid dynamics models of blood flows in 
cerebral aneurysms requires efficient incompressible flow solvers for the following purposes: a) 
quick analysis of aneurysmal flow patterns for risk evaluation and treatment planning, b) analysis 
of large complex problems involving endovascular devices, and c) study of large numbers of 
cases for statistical analysis. This paper summarizes different strategies recently incorporated to 
our flow solver that allow us to reduce the computational time of hemodynamics calculations. 
 
Key Words: cerebral aneurysm, hemodynamics, high performance computing. 
 

1. INTRODUCTION 
 
Over the past decade a variety of techniques have been developed and used to compute blood 
flows in a wide range of biomedical applications. These include explicit and implicit schemes for 
incompressible flows, embedded and immersed boundary methods, adaptive and moving meshes, 
volume of fluid methods, and fluid-structure interaction. Implementation of these techniques on 
different high performance computing hardware and architectures is important for both clinical 
and basic science studies. The purpose of this paper is to describe a number of strategies for 
accelerating numerical simulations of blood flows in realistic arterial geometries of different 
complexities, and to illustrate the speedups obtained in a variety of patient-specific cerebral 
aneurysm models.  
 

2. METHODS 
 
The following strategies and techniques have been adopted to improve the speed of 
incompressible flow solvers and in particular for their application to hemodynamics: 
• Efficient Solution Schemes [1]:

• 

 implicit flow solvers, edge-based finite element formulations 
and renumbering algorithms to reduce bandwidth and indirect addressing. 
Deflated preconditioned conjugate gradients algorithm

• 

 (DPCGA) [2]: to accelerate the 
convergence of the pressure Poisson equation in elongated or tubular domains. 
Parallelization for shared memory computers [3]

• 

: implementation in OpenMP, coloring 
algorithms to avoid memory contingencies and dirty cache lines. 
Parallelization for distributed memory computers [3]

• 

: implementation in MPI, mesh splitting 
algorithms for minimization of communications and load balancing (coded in OpenMP), 
assembly of result files, immersed/embedded and moving grids techniques, parallel DPCGA. 
Graphic Processor Units (GPUs) [4]: code translation using python scripts (possible due to 
uniform style coding), gradual porting of code parts, renumbering strategies to minimize 
transfers to/from main memory access. 
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3. RESULTS 
 
Deflated Conjugate Gradients Algorithm 

The first set of examples shows the increased speed of hemodynamic calculations in patient-
specific arterial and aneurysmal models using the preconditioned deflated conjugate gradients 
algorithm to accelerate the convergence of the pressure Poisson equation in the pressure 
projection algorithm for incompressible flows. This approach takes advantage of the tubular or 
elongated nature of the vascular domains to build groups of elements along the vessels and 
eliminate the largest eigenmodes of the pressure equation and accelerate the convergence. The 
results show that this technique yields speedups between 3 to 5 with respect to the normal 
conjugate gradients algorithm running on a single processor (see Figure 1). 

 
Figure 1: Time reductions of blood flow calculations in cerebral arteries and aneurysms using a DPCGA 
for the pressure Poisson equation. The frames show (left to right) domain subdivision into groups along 
vessels, pressure and WSS distributions, and CPU time reductions relative to the normal CGA. 
 
Parallel Hemodynamic Calculations 

This example shows parallel calculations of the steady blood flow in a patient-specific aneurysm 
model after implantation of a flow diverting stent. This case was run with an implicit finite 
element solver that uses an LU-SGS algorithm for the advection operator and the preconditioned 
deflated conjugate gradients algorithm described before for the pressure equation as well as an 
immersed boundary technique to model the stent wires. All these algorithms work in parallel 
using OpenMP for shared memory computers and MPI for distributed memory architectures. In 
order to obtain a mesh convergent result, the computational grid was adaptively refined a number 
of times around the stent wires. The resulting grids with different levels of refinement had 14M, 
64M and 128M elements. Speedups obtained with the 64M element mesh running in parallel on a 
Silicon Graphics ICE computer are presented in Figure 2. The first point in the speedup curve 
corresponds to a shared memory run using OpenMP on 4 processors on the same computer. These 
results demonstrate good speedups of this combination of algorithms for up to 256 processors. 

Graphic Processors 

The last example illustrates the calculation of the hemodynamics in a cerebral aneurysm on a 
GPU. In order to fit the problem on a relatively small graphic card, the geometry of the parent 
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artery was simplified and the corresponding mesh consisted only in about 500K elements. In this 
case, the steady flow solution was obtained using an explicit finite element scheme. The reduction 
of the compute and elapsed times obtained are presented in Figure 3. 

 
Figure 2: Example of speedups obtained in the parallel calculation of the blood flow in a stented aneurysm 
model using an implicit finite element solver and immersed boundary method to model the stent wires. Left 
to right: vascular model, implanted stent, WSS distribution, speedup curves using MPI up to 256 processors. 
 

 
Figure 3: Reduction of the execution times obtained in the calculation of the steady blood flow in a simple 
aneurysm model (approximately 500K element mesh) using the graphic processor. Left to right: mesh, 
pressure distribution, CPU and elapsed times. 
 

4. CONCLUSIONS 
A variety of strategies for accelerating the computation of blood flows in realistic vascular 
geometries have been described and illustrated with representative examples. Some of the 
strategies were specifically designed to accelerate vascular hemodynamic simulations, while 
others were designed to accelerate the numerical solution of incompressible flow equations in 
general. These techniques and their combination are important for making larger more complex 
problems practical, for large throughput studies involving many simulations, and for 
implementing simulation tools for routine clinical use. 
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PROPOSAL

In the cardiovascular numerical simulation community, the fluid volume meshes are often based on
the lumen surface triangulation and composed of unstructured isotropic tetrahedral meshes. Most of
the time, a mesh sensitivity analysis is undertaken with different isotropic meshes with a grid refine-
ment factor using for example the Grid Convergence Index (GCI) method. This mesh convergence
study is mostly performed on fluid quantities such as flow rate, velocity or pressure while the dis-
cussions and conclusions of the blood flow simulations (performed on the converged mesh) are often
driven by analysis of derived quantities such as wall shear stresses (WSS). Those derived quantities
however do not converge with the same rate as the velocity and pressure do and hence might not be
captured accurately with the chosen mesh. Moreover, they might show spurious fluctuations for fully
unstructured meshes. In order to capture those WSS while keeping for efficiency purposes a reason-
able number of mesh elements, it is desirable to build a CFD boundary layer mesh by extruding the
lumen surface mesh in the inward direction.

As far as the vascular wall mesh is concerned, most of the numerical studies create the wall mesh by
extruding the lumen surface mesh in the outward direction with either a constant wall thickness or a
thickness proportional to the local lumen radius. One of the major problems with surface extrusion
is that in case of vascular geometries with small angles between the arterial branches, the extruded
surfaces may have intersecting triangles.

This work presents two meshing algorithms for cardiovascular simulations implemented in the open
source mesh generator Gmsh. The first algorithm is a surface remeshing method based on a finite
element harmonic parametrization [1, 2] and the second is volume meshing algorithm with a robust
mesh boundary layer generation technique. We present mesh quality statistics for cardiovascular
meshes generated with the presented algorithms. Finally simulation results are given that provide
information about the mesh requirements for cardiovascular simulations. In particular, we aim at
studying the effects of the mesh resolution upon the simulations in order to find the best trade-off
between simulation accuracy and speed.
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SUMMARY 
 
The development of cardiovascular biomechanics has increased the need for high-fidelity 
geometric model construction from volumetric imaging data. Although there have been 
tremendous progresses in the area of surface reconstruction and 3D geometric modeling, it still 
remains a challenging process to generate desirable models in various application projects.  In 
this talk, I will present meshing challenges in biomedical applications, as well as details of our 
octree-based meshing algorithms to extract adaptive and quality 2D/3D finite element meshes for 
patient-specific cardiovascular systems, conforming to boundaries defined as level sets of a scalar 
function in the domain. A meshing software package named LBIE-Mesher (Level Set Boundary 
Interior and Exterior Mesher) has been developed. Besides piecewise-linear element meshes, a 
skeleton-based sweeping method was developed to construct hexahedral solid NURBS and cubic 
Hermite from imaging data.  Furthermore, I will also talk about one novel method we recently 
developed to convert any unstructured quadrilateral meshes into T-Spline surfaces.  The 
constructed solid NURBS have been successfully used in isogeometric analysis of arterial blood 
flow, and the constructed cubic Hermite models have been used in electronic activity analysis of 
the human heart. 
 
Key Words: Geometric modeling, mesh generation, cardiovascular system, NURBS, T-Spline, 
Cubic Hermite. 
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SUMMARY 

 
Mesh generation is a critical step in image-based computational fluid dynamic investigation of 
vascular districts. While structured hexahedral meshes are known to be superior to unstructured 
meshes for CFD/FEA simulations, their use has been very limited due to the complex and non-
automated generation procedure. We propose a new meshing strategy to generate structured 
conformal hexahedral meshes inside a realistic vascular lumen by combining synthetic 
descriptors of vascular topology (centerlines and radii of the maximal inscribed spheres) available 
in vmtk with powerful geometrical tools implemented in pyFormex, both open source software 
packages. The final volume mesh closely matches the original surface and can be classified as 
optimal following usual cell-quality metrics, thus suitable for accurate CFD applications. 
 
Key Words: mesh, hexahedral, computational fluid dynamics (CFD), artery, pyFormex. 
 
 
1. INTRODUCTION 
 
Accessing high temporal and spatial resolution flow data in vascular districts of a patient is 
becoming reality thanks to the image-based computational fluid dynamics. This approach requires 
a number of serial steps: medical imaging (CT, MRI, US) and flow measurements at the 
boundaries of the region of interest, vessel geometry segmentation, computational mesh 
generation, integration of the Navier-Stokes equations, and post-processing to extract the indices 
of interest. Among the others, the mesh generation is a critical issue, mainly because the 
geometry is not build in a bottom-up process (like in manufacturing industry), but appears all 
together in its complexity after the segmentation. Automatic meshing schemes are widely 
preferred in patient-specific CFD, typically using unstructured tetrahedral meshes with near-wall 
prismatic layer, while structured hexahedral meshes are rarely adopted. In a recent study we have 
compared the performance of unstructured and structured meshes in solving the flow equations 
with a commercial software (Fluent, Ansys) in a coronary artery district and, as expected, we 
found that unstructured meshes needed much higher resolution than structured meshes to reach 
mesh independency, with higher computational costs (computational time and memory). 
Interestingly, the wall shear stress (WSS, a differential quantity) did plateau with structured 
meshes but did not exhibit a clear converging trend with unstructured meshes [1]. Other sources 
support such a difference in performance, and attribute it to the high numerical diffusion errors 
associated with unstructured meshes [2]. As mainly differential quantities (e.g. TAWSS, OSI) are 
of interest in vascular domains, the CFD results need to have high accuracy. Thus, meshing the 
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volume domain with hexahedral cells would not only simplify the computational side but also 
improve the reliability of the calculated values. 
In this paper, we present a novel structured hexahedral meshing methodology suitable for 
vascular districts, which has been implemented in pyFormex, a python-based open-source 
software under development at Ghent University dedicated to create and to handle large 
geometrical models [E1]. 
 
2. METHODS 
 
A vascular surface (generally in a stereolithography format, STL) needs to be subdivided into 
simpler domains suitable for structured meshing. Thus, a different strategy is adopted for 
no/single bifurcating vessels (sweeping case, which represent a simplified case), and for generally 
branched vessels (mapping case). 
 
2.1 Sweeping case - Single bifurcating vessels (e.g. carotid artery) can be oriented on a plane 
parallel to the bifurcation axis, which allows drawing some 2D lines around the vessels. Such 
lines can be used to guide a number of cutting planes which slice the vessel in semi-circular 
sections aligned longitudinally along the three branches. Then, a sweeping operation can be 
performed to generate a volume mesh [Figure 1-top]. 
 

 
Figure 1: Meshing of a carotid artery by means of three sweeping operations. Top: subdivision of 
the bifurcation into three branches, which are then sliced into semi-circular sections. Bottom: 
conformal structured hexahedral mesh of the carotid lumen. 
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2.2 Mapping case - For more complex districts, such as mice and human aorta, synthetic 
descriptors of the vascular topology, like centerlines and radii of the maximal inscribed spheres, 
are needed. An open-source software package (i.e. the “vascular modelling toolkit, vmtk”, E2) 
provides automated generation of these descriptors (Figure 2-left). Centerlines and radii can be 
imported in pyFormex in order to design a series of blocks around the vessel surface, including 
regions of branching (bif-, tri- or n-furcations, Figure 2-center). In each of these blocks, it is 
trivial to generate a structured hexahedral mesh and its resolution can be adapted parametrically. 
Projecting the mesh nodes of the lateral surface of these blocks on the vessel surface provides a 
one-to-one correspondence between block surface (source) and vessel surface (target). The 
source-to-target correspondence can be then used to map the volume mesh of each block inside 
the vessel lumen, by means of an isoparametric transformation. A human aorta is shown as 
example and the equiangle skew [1] and the scaled Jacobian at all cell nodes [3] are taken as 
metrics of mesh quality (optimal values are 0 for the equiangle skew and one for the scaled 
Jacobian ). 

 
 
 
Figure 2: Meshing of a human aorta. Left: centerlines coloured by radius (vmtk). Center: series of 
blocks around the vessel surface (pyFormex). Right: lumen mesh, with real domain (red) 
separated from flow extensions (green). The equiangle skew is in average 0.21 and max 0.77; the 
scaled Jacobian is 0.90 on average, and the minimal value is 0.23. 
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3. RESULT AND DISCUSSION 
 
3.1 Sweeping case - A carotid artery can be meshed using a Graphical User Interface in a matter 
of seconds [4, E3]. The mild stenosis present on the ICA does not produce distortion of the cells, 
as the cross-sections still resemble a nearly circumferential contour (Figure 1-bottom). 
 
3.2 Mapping case -The cells of the aortic computational domain can be divided into two groups, 
in order to separate the real flow domain from the flow extensions (added with vmtk to apply 
correct boundary conditions), so that the post-processing can be performed only on the real 
domain (Figure 2-right). The elements are finer near the wall, to provide higher accuracy for 
near-wall quantities, and are globally aligned with the flow. Average equiangle skew is below 
0.25, which is classified as optimal [E4] and the scaled Jacobian in all cells is positive (valid 
cells) and higher than 0.2 [3]. 
 
4. FUTURE WORK 
 
Current development is aiming at conformal refinement of hexahedral meshes and generation of 
vessel wall around the lumen from image data (external wall surface) or, alternatively, from 
anatomical scaling data (variable wall thickness as percentage of lumen radius). 
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SUMMARY

We discuss a methodology developed to produce high-order subject-specific computational flow
simulations of the three-dimensional flow of blood within the rabbit arterial system.

A very detailed geometrical description of the arterial tree is obtained from high-resolution CT
scan data of a resin corrosion cast. Standard segmentation techniques are then used to produce a
triangulation of the vessel surface, which is subsequently smoothed to improve mesh quality. This
triangulation is used to generate a volume mesh of straight-sided elements.

The curvilinear mesh required for the high-order incompressible solver Nektar++ is generated by
projecting the additional nodes onto a piecewise smooth high-order representation of the surface
which is obtained via interpolation of spherigon patches.

Finally, we will present flow simulations obtained for this geometry and briefly discuss the effect
of geometry on the distribution of wall shear stresses (WSS) for flows at Reynolds numbers of 50,
300 and 1300.

Key Words: p-meshing, subject-specific reconstruction, high-order flow simulation.

1 Introduction

Subject-specific computational flow simulations of the three-dimensional flow of blood within the
rabbit arterial system are useful to characterise flow patterns, to determine the spatial distribution
of wall shear stresses (WSS) to and analyse the effect geometrical features on the distribution of
atheroesclerosis.

Atherosclerosis is known to occur in a spatially non-uniform fashion within the arterial system that
might correlate with the WSS patterns. The distribution of vascular wall shear stress (WSS) has
been shown to depend strongly on subject-specific geometric features [1]. Therefore, generating
a detailed and faithful computational definition of the vascular geometry is necessary in order to
accurately model blood flow within the arterial system. Here, blood flow is modelled in a highly
realistic representation of the rabbit aorta using the high-order flow solver Nektar++. This will
require the generation of high-order meshes for the geometry of the aortic arch from a set of CT
images. This procedure is described in the following.

2 Geometrical definition

A corrosion cast of a male New Zealand White rabbit aged 18 months and weighing 3.25 kg was
obtained in accordance with the protocols described in [2] and it is shown in Fig. 1. The cast was
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scanned at a resolution of 55.2µm using a micro-CT scanner from which 2000 × 2000 × 2000
voxels of DICOM data were obtained. The image resolution is such that 100 voxels span the root
of the aorta.

Figure 1: Cast of the main arteries of the arterial tree of a male New Zealand White rabbit.

An intensity iso-surface was segmented from the micro-CT scan data using Amira (Visage Imag-
ing, Inc.). Further processing was carried out using the open-source software VMTK (www.vmtk.org).
Firstly the surface was cropped in order to remove unwanted arteries and bound the computational
domain. Then flow extensions were extruded form each outflow vessel to allow the imposition of
boundary conditions sufficiently far from the domain of interest. Finally, the surface was smoothed
to remove any artifacts introduced during the scan and segmentation process whilst preserving all
small-scale geometrical features.

Images of the final surface definition are shown in Fig. 2. Note that the geometry includes the
vessels emanating from the aortic arch, followed to at least their second branching generation, and
five pair of intercostal arteries.

Figure 2: Views of the reconstructed aortic geometry: (a) global view of the geometry, (b) enlarge-
ment near the carotid artery; and (c) enlargement of the descending thoracic aorta showing some
of the intercostal arteries.
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3 High-order mesh generation

The high-order continuous Galerkin finite element method Nektar++ [3] is used to simulate the
flow of blood as a Newtonian incompressible fluid. This requires that the computational domain
is subdivided into elements, within which the solution is represented by a high-order polynomial
expansion [4].

A mesh of straight-sided elements was generated first as follows. An initial surface triangulation
was constructed with Gambit 2.4.6 (ANSYS, Inc). The size of the elements was based on the
curvature of the surface definition, such that smaller elements were position in areas of greater
curvature. The volume mesh was generated with Tgrid 4.0.24 (ANSYS, Inc). A prismatic bound-
ary layer of variable thickness (based on the curvature) was defined first. An interior mesh of
linear tetrahedral elements was then generated.

Subsequently, to generate a high-order mesh, the external faces of the prismatic boundary elements
were curved using spherigon patches [5] following the approach described in [6]. The resulting
volume mesh shown in Fig. 3 contains 25,498 prismatic and 79,847 tetrahedral elements (i.e.
105,345 elements in total).

Figure 3: High-order mesh containing 25,498 prismatic and 79,847 tetrahedral elements. Note
that only the (curved) edges of the high-order elements are shown. The images show: (a) whole
computational mesh, (b) an enlargement of the mesh at the quadfurcation of the left subclavian
artery, (c) an axial section of the descending aorta, and (d) four intercostal arteries.
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4 High-order flow solution

The flow of blood in the aortic arch is modelled using the steady-state incompressible Navier-
Stokes equations for a Newtonian flow. The numerical simulation is performed using the high-
order solver Nektar++ [3] that employs a spatial discretization of finite elements with spectral
basis and a fractional step integration in time.

An inflow boundary condition is imposed at the root of the aorta where a flat velocity profile is
assumed. Three values of inflow velocity magnitude were considered that led to values of the
Reynolds’ number, Re, of 50, 300 and 1300. Outflow boundary conditions were set to achieve a
flow rate split consistent with Murrays law. The motion of the wall was neglected in the simula-
tions.

A p-convergence analysis established that adequate accuracy could be obtained using a 5th order
polynomial expansion to represent the flow solution. The results obtained on the high-order mesh
(Fig. 3) with p = 5 are shown in Fig. 4. The computed WSS distribution in the descending aorta
depends significantly on Re. For a given vascular geometry, the skewness of the axial velocity
dictate the location of the low and high WSS streaks, and hence the macroscale WSS distribution.
In particular, an increase in Reynolds number is associate with enhanced swirling of the blood
flow, resulting in greater rotation of the axial velocity (and hence the WSS streaks) about the
streamwise axis. The distribution of these streaks matches well the distribution described in [7].

Figure 4: Colour maps of WSS (dynes/cm2) at the proximal descending thoracic aorta, viewed
dorsal-ventral: (a) Re=50, (b) Re=300, and (c) Re=1300.

5 CONCLUSIONS

A high-order continuous Galerkin finite element method has been used to simulate steady Newto-
nian blood flow within a realistic representation of the rabbit aortic arch and descending thoracic
aorta, which was assumed to have rigid and stationary walls.
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The computed distribution of endothelial WSS in the region near the inter-costal arteries was found
to exhibit a distribution very similar to the lesion patterns in the proximal thoracic aorta in mature
rabbits reported in [7]. This result certainly suggests that blood flow, and in particular WSS, plays
a significant role in regulating the onset of the disease. However, further computational work is
required to confirm such an effect of geometrical features on blood flow.
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SUMMARY

Surface and volume mesh generation techniques are presented for subject-specific medical ge-
ometries. The applications of interest are hemodynamics in blood vessels and air flow in upper
human respiratory systems. The methods described are designed to minimize distortion to a given
domain boundary. They are also designed to generate a triangular surface mesh first and then
volumetric tetrahedrons with high quality surface and volume elements. A simple procedure to
generate boundary layer mesh is also presented. The methods described here are semi-automatic
in nature due to the fact that the geometries are complex and full automation of the procedures is
possible only if high quality scan can be obtained.

Key Words: mesh generation, surface mesh cosmetics, Marching Cubes.

1 INTRODUCTION

Subject-specific numerical modelling of blood and air flow through arteries and respiratory sys-
tems includes several stages: (a) Segmentation of 3D scans; (b) Generation of a 3D mesh (both
surface and volume) with a smooth surface that is as close to the original geometry as possible; (c)
Numerical flow solution.

The performance of a solution scheme depends significantly on the mesh quality: the elements
should be of proper size, quality and shape. In this work, we concentrate on the second stage in
which mesh generation and relevant cosmetics are carried out. We apply a combination of some
standard methods and their improvements.

At present, powerful mesh generation methods (surface and volume) exist for traditional engineer-
ing applications such as aerospace and process engineering when the object boundaries can be
defined and described analytically or piecewise analytically (for example, by the NURBS patch
method). In subject-specific biomedical geometries, the surfaces are not well-defined and analyti-
cal description is not easy.

Hence, generation of mesh in such objects needs different approaches (mainly in generating the
surface mesh). In extending standard methods to medical applications, the surface is divided by
pathes first and NURBS approximation [1] or harmonic mapping technique [2] is then applied for
every patch.

Here we develop a meshing approach in which the surface is not divided into patches. This method
is based on surface preserving mesh cosmetics applied to the surface mesh.
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2 OBTAINING AN INITIAL MESH

Result of segmentation in most the cases is represented as a binary image. Then the simplest way to
build a consistent surface mesh is the Marching Cube (MC) method. If the boundary of segmented
object is represented by a smooth level set function (changing its sign at the boundary) then the
Advanced Marching Cube method [3] can be applied. The Advanced MC gives a smoother mesh
that the standard MC method.

If the object geometry is complicated, containing many parts and passages of lengthscales compa-
rable to the voxel size (for example, nasal cavity, system of small blood vessels, lungs, etc.), then
the mesh can contain many nodes and/or edges belonging simultaneously to different parts of the
mesh. If such nodes or edges are rare and separated from each other, it is handled by some simple
correction methods: for example, to remove all elements containing a node or an edge belonging
to different parts of the mesh and triangulate the formed gaps. If many such edges are connected,
then an artificial increase of resolution of the image can help: the binary entries are interpolated
onto a finer grid which is double of original size. This gives a smoother level set function field
with values that include fractions. Then the mesh built by the advanced MC method contains much
smaller number of such edges and nodes and therefore can be easily “healed”.

3 CROPPING THE OBJECT

When dealing with modelling blood flow or air flow through subject-specific geometries, the pa-
tient scans are often not clean and may contain much larger domain than that is required. It is
also currently not possible to segment the human arteries or airways down to smallest capillaries
or the tiniest bronchi and alveoli. In such cases, it is necessary to crop the geometry to specify
boundary conditions at the inlets and outlets of blood vessels or airways. It is easy to crop the
image to a required size but the inlets and exits may not be orthogonal to the inlet or exit axis. The
slanted inlet and exit thus obtained can cause difficulties in imposing boundary condition during
the numerical simulation. Thus, it is important to crop objects at the required locations and as
orthogonal as possible to the anticipated flow direction.

In cropping an object, a useful stage is skeletonisation which preserves the object topology. It is
easy to indicate a point on a skeleton line (for example by mouse) or develop automatic method
determining such point: to set a certain distance along the blood vessel axis from a blood vessel
bifurcation, stenosis, aneurysm, and other peculiarity.

The skeletonisation consists of following stages: (i) voxel thinning, (ii) skeleton line analyzing,
(iii) skeleton line smoothing.

The direction of cropping plane is set by a tangent to a smoothed skeleton line. A procedure
is developed to correct this direction in case of complicated geometry of the blood vessel or air
passage in the vicinity of the cropping point.

After determination of cropping planes for every inlet/outlet (set by a point on a skeleton line
and the direction), the initial surface mesh is trimmed, and an unclosed mesh is obtained. For
cosmetics purposes, it is necessary to triangulate the open inlet/outlets by a plane mesh.

Note that after cropping, we obtain different sort of mesh faces: wall faces and inlet/outlet faces.
Edge containing both sort of faces is a ridge edge and its endpoints are ridges points.
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4 SURFACE MESH COSMETICS

The mesh obtained by the marching cube method is not smooth; always contains a number of ill-
shaped elements(triangles with the small aspect ratio); and the triangular element size is usually
smaller or larger than that required for flow solution scheme. Therefore, the mesh needs some
mesh cosmetics which improves the quality of the mesh. There are essentially three procedures
used here to improve the mesh quality: (i) Mesh smoothing; (ii) Edge swapping; (iii) Edge. split-
ting/contraction.

(i) During the mesh smoothing, the points are moved along the surface in order to enhance quality
of surface triangles without changing the mesh topology. Here Taubin smoothing is used [4] to
minimize distortion of the surface. Note, that the Taubin smoothing protects very well the shape
of ball-like objects, but too many iteration steps can modify essentially the surface of cylinder-like
objects such as blood vessels. Also, it can easily make dramatic changes to the mesh in vicinity
of saddle points formed in a bifurcation of blood vessels or airways if not carried out carefully.
Therefore the number of smoothing steps should be minimized. In smoothing the initial mesh, it
is useful to restrict displacement of the nodes from their initial positions by half of the voxel size.
At inlet/outlet the Laplace smoothing can be applied. The most care is needed for the ridge nodes.

(ii) We apply the topology based edge swapping [5]. Then, the beneficial effect on the mesh
triangle quality appears after the smoothing procedure. In this procedure the cumulative difference
of the nodal index from the perfect value of 6 is minimized. Slightly different procedure is used
for the so-called near ridge edges. Ridge edges should never be swapped.

(iii) If the mesh contains a significant number of very short or/and very long edges and the average
edge length is not sufficiently close to some predefined reference length as required by the numer-
ical integration scheme, then edge splitting and contraction [6] are very useful procedures. After
every splitting or contraction of edges, edge swapping and then the Taubin smoothing are locally
applied. Note that after splitting or contraction a new point appears and this new part should be
located on the surface. A simple method is derived for determining the position of this new point.

In complicated geometries such as a nasal cavity, where width of the air passages is comparable
to the scan resolution, the noise in the scans may result in a significant number of narrow tunnels
in the initial mesh. This sponge-like geometry need special care as a contraction of some edges
can make the mesh inconsistent. Methods of removing such narrow tunnels, caused by noise, are
developed.

5 BUILDING VOLUMETRIC MESH

To resolve the viscous boundary layer in flow studies, a special structure of the near-wall volu-
metric mesh is required. The elements built in the direction of inward normal to the wall should
be essentially smaller than the element size in the inner volume of a domain. The short edge of
a near-boundary tetrahedra should be directed normal to the wall. Special procedure of building
the boundary layer tetrahedron mesh is developed. The thickness of the boundary layer mesh is
adjusted to the local diameter of the blood vessel or to the width of air passage.

To generate a volumetric mesh in the inner domain, we use an in-house developed code [7] based
on a Delaunay triangulation to insert the points to generate a 3D volume mesh of tetrahedrons.
Subsequently, 3D mesh cosmetics based on 3D swapping, and smoothing is applied. As men-
tioned, the quality of the 3D mesh depends on the quality of the surface mesh. In all carotid
arteries that we have reconstructed so far, the smallest tetrahedral aspect ratio for a specific geom-
etry lies between 0.01 and 0.1.
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Left: Nasal part of the upper airways. Right: Carotid with triangulated outlets
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SUMMARY

In this article, an innovative procedure to create high quality triangular meshes from medical
scans is proposed. The approach is based on an enhanced Marching Tetrahedra algorithm that
extracts a consistent multiple region surface mesh from a labelled volume data set; coupled with a
surface reconstruction method to avoid typical staircase artifacts. Mesh smoothing and decimation
algorithms are also revised to conform to the multiple material nature of the system as well as to
adhere to the underlying volume data. The proposed method is well suited for subsequent volume
mesh generation and finite element simulations.

Key Words: Biomechanics, Mesh Generation, Finite Element Method.

1 INTRODUCTION

The finite element (FE) method is commonly used in biomedical applications for the simulation of
the behaviour of biological structures. A key component in FE simulation is the creation of a finite
element mesh. In medical applications, the meshes should be directly generated from the medical
scans. Moreover, biological structures are usually composed of several inner regions that need to
be separately segmented, labelled and meshed to be able to apply different material properties in
the finite element model. The mesh is generally created in two steps. First, the boundaries of the
labelled regions are extracted as a set of triangular meshes. Then this multiple region surface mesh
is extended to the third dimension using one or another volume mesh generator [10].

This article addresses the problem of surface mesh generation from a multi-valued volume data
set. Following properties are guaranteed:

• The generated mesh consists of a set of non manifold triangle meshes that separate each
connected component in the labelled data set. These interface meshes join each other con-
sistently along their boundaries, i.e., no T junctions nor gaps may appear.

• The surface mesh is a geometrically accurate representation of the data represented in the
medical scans. However, it is not be tainted by the typical aliasing and staircase artifacts
that are due to the discrete nature of the voxels.

2 APPROACH OVERVIEW

The problem of generating a multi-domain mesh from labelled scans has been addressed several
times in the literature [3,6,8,10]. The simplest methods generalize the Marching Cubes algorithm
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to domains containing several regions [11]. However, these approaches are often confounded by
ambiguity problems and inconsistent meshes. Solutions to these ambiguity problems have been
proposed in [1,9]. An alternative solution is to use the Marching Tetrahedra algorithm instead of
the Marching Cubes [5]. In the Marching Tetrahedra algorithm, the binary input data set is divided
into tetrahedra, and each tetrahedron is processed in turn. Depending on the voxel values evaluated
at its vertices, a triangulation approximating the boundary surface of the segmented region in the
tetrahedron is created. This simplest algorithm may be generalised to a multi-label data set by
defining new triangulation patterns [7]. These new triangulation patterns give the polygonalisation
of a tetrahedron when its vertices are located in three or four distinct material regions. This multi-
material Marching Tetrahedra algorithm is well adapted to the generation of meshes from images
containing many labels, as the computation time does not depend on the number of labels present
in the image. However, since the meshes are directly generated from the segmented data, they are
tainted with aliasing or staircase artifacts [3]. Mesh smoothing approaches may eventually be used
to suppress the ridges in the mesh. However, these approaches cannot guarantee that the result is
an accurate representation of the initial volume [2].

The use of a surface reconstruction method prior to mesh generation is the best way to avoid alias-
ing artifacts whilst preserving geometric accuracy. The problem of reconstructing a continuous
3D implicit model from a set of points in the Euclidean space has been studied by many authors
[2]. One of the first implicit reconstruction methods has been proposed by Hoppe [6]: a signed
distance function is obtained from a set of unorganized points inℜ3 by taking the distance to
the tangent plane evaluated at the closest input point. Other methods have then been developed
based on moving least squares, level sets, radial basis functions and finally, by using multi-level
partition of unity (MPU) models [8]. In the latter, an approximation of the distance function to the
surface is given by a set of overlapping local approximation functions that are blended together,
summing to one (partition of unity). The authors show that the MPU implicit function is a reason-
able approximation to the Euclidean distance field near the zero isosurface and that the geometric
approximation error is user-controlled and bounded. The approach is extremely well adapted to
the large data sets encountered in medical imaging as it uses a recursive octree subdivision in order
to adapt to local surface details. Hence, computational time rather depends on surface complexity
instead of image size. Developed in the context of Computer Graphics, MPU implicit models have
already been used to create a smooth closed surface from a set of parallel contours [2]. Two main
issues need to be solved to further extend this method to multi-label three-dimensional images.
First, the original algorithm only generates closed surfaces and is, a priori, not adapted to define
surfaces composed of several material domains. Second, a procedure to extract the input sets of
points and corresponding normals from a segmented volume need to be determined.

The first issue is solved by using constructive solid geometry operations to define the domain of
validity of each interface surface composing the structure. In other words, from a multi-label vol-
ume image containingN connected components,N interface surfaces are defined, corresponding
to theN boundaries existing between two distinct labels. In opposition to the classical algorithm,
these surfaces may either be open or closed. Open surfaces are always bounded by another surface.
In the present algorithm, the information about the surfaces relative position is initially extracted
from the input volume. A property of the MPU implicit function is that, for an open set of points,
the function extends the surface at its boundaries. Thanks to this property, the intersection between
the different interface surfaces is well defined, whatever their relative angle and position are.

Each MPU function requires a set of points and corresponding normals to be extracted from the
segmented volume. In the proposed approach, boundary points are obtained for each interface
surfacesnseparating two different labels[λ1, λ2], by taking each voxelvi,j,k in turn and evaluating
its neighbourhood. If voxelvi,j,k equalsλ2 and ifλ1 is in the neighbourhood of the voxelvi,j,k then
a new point p with the position of the voxel is added to the set of points corresponding to surface
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sn. The same neighbourhood is used to evaluate the corresponding normal. The input normals are
subsequently normalised and smoothed to augment the efficiency of the MPU approach. Also, the
input points are translated by 0.5 times the image spacing in the direction of its normal.

The use of a surface reconstruction method prior to mesh extraction inherently removes the prob-
lems of staircase artifacts in the mesh. An additional advantage is that the sampling grid used
in the polygonalisation method is decoupled from the image spacing and may thus be adjusted
according to the minimum feature size that should be preserved. However, the problem is often
the opposite: the image resolution is too low to capture all details (e.g., teeth appear attached to
each other in a classical CT of the mandible and should be separated in the FE model). In this
case, it may be useful to integrate the user’s knowledge about the topology. This option is easily
introduced in the present algorithm.

Finally, mesh simplification and mesh smoothing algorithms are also introduced and adapted to
the multiple material nature of the system. Indeed, grid based methods as the Marching Tetra-
hedra always generate too many triangles for a given sampling resolution. In the proposed ap-
proach, a vertex decimation scheme is integrated to the mesh extraction algorithm to eliminate
unnecessary triangles directly and reduce the memory footprint of the algorithm. An enhanced
Laplacian smoothing algorithm that preserves the mesh integrity as well as its geometric accuracy
is also proposed. The method consists of a traditional Laplacian smoothing algorithm, in which
the nodes are subsequently projected at the zero level of their respective distance functions, using
the Newton-Raphson method.

3 RESULTS

The procedure has been tested on several of data sets of different modality and anisotropy. In each
case, the geometric approximation errorǫ and mesh qualityq have been measured. The errorǫ

is evaluated at each mesh node as its distance to the nearest input point, normalised by the image
in-plane spacing. The mesh quality is evaluated by computing the shape qualityq of each triangle
composing the surface mesh [4].

Brain Vertebrae Dog elbow

Femur, surface mesh
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Results indicate that more than 90% of the mesh nodes are located at a maximum of half a voxel
distance of the input points. Table [1] also shows that generated surface meshes are of good quality,
well suited for further volume mesh generation and finite element simulation.

Source # Labels # Cells # Nodes CPU time ǭ q̄

Brain MRI 3 390264 193812 2h36m50s 0.053 0.76
Dog elbow CT 4 127798 63819 45m30s 0.137 0.77
Vertebrae CT 3 33720 16641 3m6s 0.196 0.75
Mandible CT 14 555760 276666 36m25s 0.422 0.78

Aluminium foam µ-CT 1 141768 70580 1h56m44s 0.116 0.75
Femur CT 4 44014 21928 3m45s 1.018 0.75

Table 1: Results obtained on a number of data sets.

4 CONCLUSIONS

A novel approach to generate smooth multi-region surface meshes has been proposed. Results,
based on a broad range of data sets, show that the procedure is extremely robust. The generated
multi-material meshes are consistent, topologically correct and geometrically accurate. They are
of good quality and well adapted to FE simulations.
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SUMMARY

One-dimensional representation (commonly known as the curve skeleton or medial curve) of a
three-dimensional object has a wide range of applications in biomedical engineering, such as mor-
phometry and computer assisted surgery. The computation of medial curves poses significant
challenges, in terms of both theoretical analysis and practical efficiency and reliability. We pro-
pose a definition and analysis of medial curves and also describe an efficient and robust method
called local orthogonal cutting for computing medial curves. Our approach is based on three key
concepts: a local orthogonal decomposition of objects into substructures, a differential geometry
concept called the interior center of curvature, and integrated stability and consistency tests. We
illustrate the effectiveness and robustness of our approach with some highly complex, large-scale,
noisy biomedical geometries derived from medical images, including lung airways and blood ves-
sels. We also present comparisons of our method with some existing methods. This work was in
part supported by National Institutes of Health (NIH) Research Grant R01HL073598

Key Words: curves and surfaces, medial curves, orthogonal decomposition, interior center of
curvature, stability.

1 INTRODUCTION

Medial curves and other curve skeletons have a wide range of applications in geometric modeling
and analysis, such as shape matching and shape retrieval, which are surveyed thoroughly in [1].
We primarily focused on identifying medial curves for tubular structures. Though this class seems
narrow, it actually addresses a wide range of biomedical needs, e.g biological trees, such as lung
airways and blood vessels. Aslo for these objects the medial curve is mathematically well-defined.
The motivating applications for this work are multiscale modeling [2], morphometry [3, 4], phys-
iology [5], image analysis [6], and computer assisted surgery [7]. For example, the medial curves
can form the basis of a morphometric analysis of tree-structured airways in the lung [3] or coro-
nary vessels in the heart [8], by providing statistics for segment length, diameter, and bifurcation
angle. Since the medial curves embed the topology of the tree and distill its geometry, these data
can then be analyzed for fractal relationships that reveal genetic decision making in morphogeneis,
pathological remodeling or anatomic variation. The medial curve is also useful for reconstructing
NURBS models from patient-specific imaging data for isogeometric analysis of blood flow [9]. It
can also be used for automatic identification of the outlets in biological geometries for imposing
boundary conditions in numerical simulations [10].

These applications pose the following requirements for the medial curve:
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• Topological and structural correctness: The medial curve should be homotopic to the object,
and should represent the structure of the object by correctly labeling the ends and branches.

• Smoothness: The medial curve should be smooth except at branches and distinct sharp turns.

• Centeredness: The medial curve should be near the center of the object.

In addition, an algorithm for computing medial curves must satisfy the following requirements.

• Robustness: algorithm must handle complex geometries with tens of thousands of branches
without user intervention.

• Noise resistance: algorithm should tolerate moderate levels of noise, which are unavoidable
in image-derived geometries.

• Efficiency: algorithm must be fast and have a small memory footprint (i.e. have close to
linear complexity in time and space) to handle large datasets with millions of triangles.

Our objective is to define the medial curve and construct algorithms that satisfy the above require-
ments. We focus on imaging-derived biomedical geometries. However, the above requirements
also apply to some other application areas (such as virtual navigation), to which our methodology
will also apply. We assume the input geometry is given by a surface triangulation, such as that
obtained by an isosurfacing algorithm (see [11] for a survey of such algorithms).

2 MAIN BODY

We take a novel perspective on defining and computing medial curves, and propose an algorithm
for robust computation. We first propose a concept called the interior center of curvature (ICC)
of surfaces. For canonical shapes (such as spheres, cylinders and tori) and more generally the
canal surfaces [12, Sec. 20.2], the ICCs of the surface give precisely their medial curves. For gen-
eral surfaces, we define the average interior center of curvature (AICC) as approximations of ICC
with improved noise resistance, and use AICCs as a starting point for finding the medial curves.
Secondly, we define the medial curve based on a local orthogonal decomposition of the object
into tips, segments, and junctions. We define this decomposition based on geometric quantities
(including AICC and orthogonality) and topological invariance (the Euler characteristic). The me-
dial curve is then the graph connecting the centers of these substructures and of the cutting planes
between them. In practical applications medial curve defined this way behaves much more stable
and noise resistant than conventionally defined skeleton. Thirdly, we propose a new algorithm for
the computation of medial curves, called local orthogonal cutting (LOC).

LOC is designed to facilitate local orthogonal decomposition for geometries that can be well ap-
proximated by canal surfaces. It identifies tips, segments and junctions and constucts medial curve
following the definition. Figure 1 shows a simplified control flow of our algorithm. In order to ef-
ficiently detect substructures that comprise geometry, LOC simultaneosly processes local patches
of surface mesh. To insure robustness, each patch is classified as tip, junction of segment only
when its topologically stable. Substructures are bounded and separated from each other by planes,
approximately orthogonal to surface (hence the name of the method). Tips, which are closely re-
lated to outlets, are identified first, and segments and junctions are identified later. Because of this
order algorithm is useful for outlet truncation as well, making it applicable to any geometry with
outlets.

Our algorithm is robust and resistant to noise, and it has nearly linear time and space complexities.
We demonstrate the effectiveness of our method for complex biomedical geometries derived from
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Figure 1: Simplified flowchart of the algorithm.

Figure 2: Monkey lung with 4 million vertices. Surface on the left, medial curve on the right.

medical images, including lung airways and blood vessels, and present comparisons of our method
with some existing methods. To assess the robustness and noise resistance, we have conducted ex-
periments on raw, unsmoothed surface meshes from isosurfacing, as well as smoothed meshes. We
will present results for complex biomedical geometries, including mouse coronary artery network,
a monkey pulmonary airway tree, and a rat pulmonary airway tree. Figure 2 shows the medial
curve for the noisy monkey lung airways, which is challenging as the noise in the dataset has a
magnitude of up to one voxel. An inspection of sampled areas indicates that the medial curve fully
agreed with the intuition of a trained biologist. This result shows that our method is relatively
insensitive to noise. In addition, our algorithm is highly efficient, and it took less than one minute
for this case on a Linux computer with a 2.4GHz Intel Duo Core processor and 4GB memory.

3 CONCLUSIONS

We have developed new method for computing the medial curves of surface meshes. Effective-
ness and robustness of our approach is illustrated with some highly complex, large-scale, noisy
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biomedical geometries derived from medical images, and present a qualitative comparison of our
method with some existing methods. Our method is not without limitations. As mentioned earlier,
we have primarily focused on objects composed of string-like sub-structures, and omitted objects
with intrinsic ambiguities and disk-like sub-structures. However, our approach, in particular the
concept of the interior centers of curvature, should be useful in identifying the boundary of medial
surfaces of disk-like sub-structures.
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SUMMARY

We present a robust mesh generation technology for objects with small structural elements. This
technology is a combination of boundary discretization methods, an advancing front technique and
a Delaunay-based tetrahedral mesh generation technique, triangular surface mesh and tetrahedral
mesh cosmetics. Two biomedical problems are used for illustration of these methods: modelling
of bioimpedance analysis for body composition problems and modelling of interferon distribution
in secondary lymphoid organs.

Key Words: tetrahedral meshes, surface meshes, bioimpedance analysis, immune processes.

1 INTRODUCTION

Unstructured tetrahedral meshes are widely used in mathematical modelling due to their simplicity
and ability to represent complex domains. A tetrahedral mesh is called conformal, if each its two
tetrahedra have one common vertex, one entire common edge, or one entire common face, or do
not have any common points. The similar definition applies to conformal triangulations. Mesh
conformity is an important and desirable property.

Tetrahedral mesh generation process consists of two stages: surface meshing and volume meshing.
At the first stage we construct a surface conformal triangular mesh. The surface mesh can be
produced in several different ways. At the second stage we mesh the volume inside the domain
into tetrahedra while preserving given surface triangular mesh on the boundary.

There exist two main approaches for tetrahedral mesh generation: methods based on Delau-
nay triangulations (DT), and advancing front technique (AFT). The Delaunay triangulation ap-
proach does not guarantee the boundary conformity. Several techniques are proposed to match
the boundary: local mesh transformations, mesh refinement, and constrained Delaunay triangula-
tions (CDT). On the other hand, the advancing front technique does not have issues with boundary
recovery since it starts from the given surface mesh. However, AFT methods have difficulties in
successfully closing up their fronts. Our volume mesh generation method is a combination of a
conventional AFT, a DT based fallback method and a metric-based adaptation mesh cosmetics
method [1].

The presented technology of tetrahedral mesh generation is implemented as a part of Ani3D pack-
age [3], the successor of Ani2D package [2]. Both packages provide tools for unstructured mesh
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generation, anisotropic metric-based adaptation, finite element discretization, and linear system
solving. These packages are publicly available.

In section 2 we present a brief overview of mesh generation methods. In section 3 we illustrate
an application of these methods for bioimpedance analysis modelling. In section 4 we present
another application for modelling of interferon distribution in secondary lymphoid organs. We
make concluding remarks in section 5.

2 OVERVIEW OF MESH GENERATION ALGORITHMS

We employ the advancing front technique (AFT) for initial mesh generation. We define the initial
front as a set of oriented triangular faces forming a closed conformal surface mesh. The idea of
the AFT is to construct new tetrahedra by advancing this front inside the computational domain.
The front actually divides the domain into two parts: already meshed one and the remaining part.
At each step, a new tetrahedron is constructed and the front is advanced.

By design, majority of tetrahedra produced by the AFT have high-quality provided that the initial
front consists of high-quality triangles. A good surface mesh is the key to successful mesh genera-
tion. If the initial front contains low-quality triangles, we start with improving their quality. In [4]
we introduced a new technique for surface mesh modification which is implemented in the Ani3D
package.

The AFT algorithm implemented in the Ani3D package allows the user to provide a size function
h(x) to control the local size of mesh elements. The size function can be defined on the basis of a
posteriori error estimates. It must be bounded from below to avoid an infinite refinement loop.

The major advantage of the AFT is its low cost. For quasi-uniform tetrahedral meshes, the cost of
the AFT is roughly N log(H/h), where N is the total number of constructed tetrahedra, H is the
characteristic size of the computational domain, and h is the mesh size. The logarithmic complex-
ity is achieved by using an octree-based search tree for searching faces in the three-dimensional
space.

The major drawback of the AFT is lack of robustness. It may fail to construct a mesh for the entire
computational domain. The unmeshed volume is usually less than 1% of the domain volume.

If the AFT fails to mesh the entire domain, we launch the Delaunay triangulation (DT) method to
mesh the remaining lacunas and to preserve their boundary faces. The general idea of this method
has been proposed in [5]. Here, we discuss main features of the DT method and its necessary
modifications.

By design, the DT method tends to produce high-quality tetrahedra provided that the mesh vertices
are appropriately placed. The appearance of slivers is usually induced by irregular distribution of
mesh nodes at the boundaries of lacunas.

We improve the mesh quality using a sequence of local changes of mesh topology. The local
topological operations provide a robust way to adapt the mesh to the problem solution and to gain
additional accuracy for the same number of mesh elements. The general idea of the metric-based
adaptation (MBA) is described in [6].

Local changes of the mesh topology is the key to the method robustness. The package Ani3D has
seven local topological operations including edge-face swapping, generalized edge-faces swap-
ping, node deletion, node insertion, edge collapse, and node movement. Complete mesh re-
generation may require 5-15 sweeps of the MBA operations through the mesh, which makes it
rather costly.
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3 BIOIMPEDANCE ANALYSIS

In this section we describe an application of proposed mesh generation techniques for the mod-
elling of bioimpedance processes. The bioelectrical properties of various tissues of the human
body are different. In order to represent this discontinuity we construct the final mesh with several
subdomains. We start from the simple domain representations. The first mesh is created based
on the parametric representation of the human body, the lungs and the heart. The anisotropic skin
layer with several electrodes is created on the surface. The mesh is automatically refined near the
electrodes, where the solution has big gradients.

Figure 1: A cut through the volume mesh of a simplified body, and the current lines inside the
body.

The next goal for the mesh generation is processing of actual medical images for generation of
accurate volume mesh. The boundaries of the main human organs may be obtained from the
binary representation of a segmented CT image. In this case the surface triangular mesh is first
created using a marching cubes technique and then re-meshed using our surface mesh modification
algorithm.

4 INTERFERON DISTRIBUTION IN LYMPHOID ORGANS

In this section we describe an application of proposed mesh generation techniques for the mod-
elling of interferon distribution in secondary lymphoid organs [7].

Secondary lymphoid organs have highly elaborate structure and organization to facilitate the in-
teraction between the immune cells and the lymph-borne pathogens derived from distant tissues.
Functionally the lymph node (domain Ω) consists of three major subdomains: an outer antigen-
sampling zone (subcapsular sinus, trabecular sinuses, conduit tubes), referred to as subdomain
Ω1; B-cell follicules which make subdomian Ω2; T-cell zone (cortext and paracortex) denoted as
subdomain Ω3.

Conduits represent an important system of distribution channels for small soluble antigens and
immune modulators They extend from subcapsular sinus floor through the T-cell zone and form
a contigous lumen with fluid channels around the high emdothelial venules, thus making a net-
work highly connected with the cappillaries and venules of the cortex. The paradigmatic lymph
node domain Ω is schematically described in Fig.2 using a constructive solid geometry represen-
tation via combining three subdomains Ωi, i = 1, 2, 3. Each subdomain is made of composition
of geometric primitives, such as spheres and cylinders differing in their sizes and orientation.
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The OpenCASCADE technology (see http://www.opencascade.org) was used to construct the 3D
geometric model of a paradigmatic lymph node.

Figure 2: A cut through the volume mesh of a lymph node, and the computed concentration of
interferon.

The final OpenCascade-based 3D geometric model of the lymph node consists of 50 vertices, 62
curved edges and 30 curved faces. The solid geometry model and its mesh approximation are
presented in Fig.2. This geometry requires resolution of multiple length scales for the representa-
tion of the conduits and the overall major domains. Notice that the mesh is fine-grained closer to
conduits in order to represent properly the structure of conduits, whose diameter is three order of
magnitude smaller than the one of the lymph node.

5 CONCLUSIONS

We presented an approach to generation of tetrahedral meshes. The initial mesh generation em-
ploys robust combination of the advancing front technique and the Delaunay triangulation. The
metric based mesh re-generation method provides essential improvement of the mesh quality in
complex biomedical models. Two biomedical applications are presented for illustration of the
proposed methods.
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SUMMARY 

 

The objective of this study was to develop and apply mesh morphing and mapping techniques to 

facilitate and automate the creation and structural analysis of multiple specimen-specific FE 

models of the pelvis.  A source mesh, generated using a traditional user intensive meshing 

scheme and experimentally validated, was initially morphed using a landmarked based approach 

and subsequently mapped, onto a target surface generated from a CT scan of a second pelvis. 

Morphing consisted of movement of individual exterior source nodes to target surface vertices.  

Mapping functioned to simultaneously shift groups of selected nodes directly onto the surfaces 

of the target model. Morphing and mapping techniques were effectively applied to generate 

geometrically complex specimen-specific pelvic FE model and recreate strain distributions as 

found in the target pelvis FE model.  

 

Key Words: Mesh morphing and mapping, specimen-specific model, source mesh. 

 

1. INTRODUCTION 
The complex geometric, material property and loading conditions of the pelvis require advanced 

computational modeling techniques to accurately describe its behaviour.  Parametric models 

based on averaged anatomic data can be challenging to build, but allow for single factor 

alterations to consider the effects of individual geometries, materials and their combinations.  

Specimen-specific finite element (FE) models, generated using 3D medical imaging data allow 

for highly inhomogeneous material property distributions and geometries, but can be limited in 

their ability for parametric assessment.  Due to the complexities of model development, many 

studies consider results from single specimen-specific models, limiting the clinical relevance of 

findings.  The development of robust automated morphing techniques for multifaceted skeletal 

structures would both allow parametric assessment of specimen-specific FE models and the 

streamlining of the generation of multiple FE models from different specimens/patients.  Mesh 

morphing techniques have been investigated to allow robust and efficient specimen-specific 

meshing and parametric FE analysis. [1, 2] The objective of this study was to develop and 

evaluate mesh morphing and mapping techniques to facilitate and automate the creation and 

structural analysis of multiple specimen-specific FE models of the pelvis.  
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2. METHODS 
A single, specimen-specific pelvic, tetrahedral, first-order FE model (source mesh) was 

generated from a cadaveric CT scan utilizing highly labour-intensive meshing methods.  The 

source mesh was morphed onto a target surface generated from a CT scan of an additional pelvis 

using a landmarked based approach employing a combination of 3D image analysis, finite 

element and programming software (AmiraDEV5.2, Visage Imaging, FR; Hyperworks®, 

Altair®, US; Matlab, Mathworks, US; ABAQUS, HBK, US) (Figure 1a)  [1,2].  Specifically, the 

location of the target surface vertices and the exterior nodes on the source mesh were identified 

(Figure 1b). Exterior source nodes were shifted to the target surface vertices (Figure 1c).  A 

smoothing algorithm was used to regulate the nodes in the centre of the source mesh to improve 

element quality. The source surface was then morphed along with the source mesh. The process 

was repeated using an iterative approach. The success of the morphing technique was quantified 

by comparing morphed and target surfaces and evaluating the resultant morphed mesh quality.   

 

   

Figure 1: a) Source mesh (red) target surface (green).  b) Target surface vertex (black arrow), an 

exterior node on the source mesh (red arrow), and fixed nodes on the source mesh (yellow 

arrows).  c) Exterior source node shifted to the target surface vertex.  

 

A copy of the morphed model was further refined through mesh mapping. Surface nodes of the 

initial morphed model were selected in patches and mapped onto the surfaces of the target 

model. A smoothing algorithm regulated the nodes in the centre of the mesh to improve element 

quality. Elements, which could not be smoothed with the algorithm, were isolated along with 

some adjacent elements and automatically remeshed.  The process was repeated in patches until 

the model was fully mapped.  Areas, where the distance from the mesh to the target surfaces was 

very large causing the elements to become highly distorted, were remorphed and subsequently 

remapped.  The elements in the mapped mesh were then automatically cleaned to ensure even 

element size.  Distorted surface elements were manually repaired.           

 

BONEMAT III [3] integrated with Matlab code was used to assign CT density based material 

properties to the models. First-order tetrahedral elements in all models were changed to second-

order tetrahedral elements for analysis.  The source, target, morphed and mapped models were 

loaded through the fifth lumbar vertebra to 125 N in axial compression and the centre of each 

acetabular surface was fully constrained. The four FE models (target, source, morphed and 

meshed) were solved using linear static FE analysis in Abaqus Standard 6.6-1 (HBK, Pawtucket, 

Rhode Island) and their strain distributions evaluated.    
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3. RESULTS 

All of the elements in the source, target, the morphed and the mapped meshes had sufficient 

quality for analysis (Table 1). CT density based material properties were distributed comparably 

in the target, source and mapped meshes, but were patchier in the morphed model.  Morphed and 

mapped FE models effectively simulated the ability of such techniques to create specimen-

specific models and their ability to recreate the target strain distributions in the pelvis.  Figure 2 

shows the maximum principal strain patterns in the morphed, mapped and target FE models.  

Qualitatively and quantitatively, the mapped model was most comparable to the target model. 

Smaller differences in maximum principal strains (based on the selected iliac region of interest – 

red highlight) were found between the target (38.6 µs) and mapped (41.6 µs) models as 

compared to the morphed model (35.4 µs). Similarly, in considering maximum principal strains 

in the supra-acetabular region (yellow highlight), the mapped model (91 µs) was able to more 

closely approximate the target model (104.4 µs) as compared to the morphed model (80.3 µs). 

 

Table 1: Quality assessment of the source, morphed, mapped and target meshes. For each 

element quality parameter the minimum value found in the mesh is reported for each model. The 

percent of elements that failed each set quality criteria is also reported (red brackets). 

 

Quality parameter Source Morphed Mapped Target 

Aspect ratio > 5 3.82     (0%) 4.97     (0%) 4.99     (0%) 3.63     (0%) 

Skew > 60 81.72   (0%) 81.4     (0%) 75.99   (0%) 64.42   (0%) 

Jacobian < 0.7 1          (0%) 1          (0%) 0.26     (0.0007%) 1          (0%) 

Volume aspect ratio > 5 75.4     (0.001%) 83.31   (0.2%) 19.56   (0.3%) 6.14     (0.001%) 

Minimum angle < 20
o
 5.18     (0.002%) 5.77     (0.3%) 10.03   (0.5%) 14.82   (0.002%) 

Maximum angle > 120
o
 159.83 (0.002%) 166.07 (0.5%) 158.44 (0.7%) 126.08 (0.005%) 

 

 
 

 

 

   

 

 

 
 

 

Figure 2: (a) Specimen-specific target mesh.  Maximum principal strain patterns for the (b) 

morphed model, (c) mapped model and (d) target model. 

(a) 

(b) (c) (d) 
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4. DISCUSSION 
A mesh morphing and mapping method combining 3D image analysis, finite element and 

programming software was successfully used to geometrically reconfigure a specimen-specific 

pelvic source mesh onto a new target surface to generate a new specimen-specific FE model. 

This morphing and mapping method was performed manually, morphing one landmark at a time, 

to explore the ability of such a method to generate a quality mesh for a complex structure such as 

the pelvis. Manual morphing and mapping is a time consuming process, but provides the 

justification for automation of the technique to standardize and speed up the procedure.  In 

particular, during morphing, some element distortion occurred which was irreparable using the 

smoothing algorithm alone. As such, after several (5 to 6) morphs, the quality of the mesh was 

examined and clusters surrounding the isolated failed elements were remeshed to ensure mesh 

stability.  Morphing alone was unable to represent the patterns of strain; the addition of mapping 

yielded improved qualitative and quantitative results. Ongoing work is focused on automating 

the morphing and mapping techniques to speed up the model creation process. The proposed 

morph/mesh process is sufficiently robust to generate new target models and may further allow 

parametric evaluation of geometric changes within given target models. The development of 

robust automated morphing and mapping techniques for complex skeletal structures will greatly 

enhance the ability of specimen-specific FE models to yield clinically relevant information 

addressing normal biomechanical behaviour, pathological conditions and the optimization of 

repair and reconstruction strategies in the pelvis and other complex skeletal structures. 

 

5. CONCLUSIONS 

A combination of mesh morphing and mapping was successfully employed to reconfigure a 

source pelvic FE mesh onto a target surface generated from a distinct pelvis, yielding similar 

strain patterns to a traditionally generated target pelvic FE model. These results provide 

motivation for future automation of this process to enable the generation of multiple complex FE 

models necessary to better understand patient specific differences, population norms and the 

implications of skeletal pathologies in the pelvis.  
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VARIATIONAL GENERATION OF HYBRID
PRISM-TETRAHEDRON MESHES FOR BIOMEDICAL

APPLICATIONS

Daniel R. Einstein?, Vladimir Dyedov??, Andrew P. Kuprat?, Navamita Ray?? and
Xiangmin Jiao??

?Biological Monitoring & Modeling, Pacific Northwest National Laboratory, Richland, WA.
Email: {daniel.einstein,andrew.kuprat}@pnl.gov

??Department of Applied Mathematics & Statistics, Stony Brook University, Stony Brook, NY.
Email: {vladimir,nray,jiao}@ams.sunysb.edu

SUMMARY

Prismatic boundary-layer meshes are attractive for computational fluid dynamics and fluid-structure
interaction simulations. However, generating these meshes is difficult for complex biological ge-
ometries. Recently, we developed a variational method for generating hybrid meshes with pris-
matic boundary layers and a tetrahedral interior. Our method generated the boundary layer by
propagating the triangulated surface using the face-offsetting method, guided by the feature size
of the geometry. Following propagation, the interior tetrahedral mesh was constructed using con-
strained Delaunay tetrahedralization. Herein, we extend our previous method by simultaneously
deforming an input tetrahedral mesh while generating the prismatic boundary layer. This lat-
ter enhancement enables us to effectively add prismatic layers to any valid tetrahedral mesh and
improve the quality of the tetrahedral core for very complex geometries. In addition, the new
approach can accommodate an anisotropic tetrahedral core. This work was in part supported by
National Institutes of Health (NIH) Research Grants R01HL073598 and R01HL092926

Key Words: boundary-layer meshes, blood flow, wall shear stress.

1 INTRODUCTION

Layered hybrid prismatic-tetrahedral meshes are attractive in a variety of imaging-based biomedi-
cal computations, for example where fluid-boundary layers need to be accurately resolved, where
tissue structures are inherently layered or where collapse and/or contact occurs in a fluid-structure
interaction simulation.

We introduce an important extension to our previous method [1] which contributes to both versa-
tility and improved mesh quality. The main limitation of our previous method in [1] was that the
tetrahedral core had to be generated by a constrained tetrahedralization, which prohibits the addi-
tion of Steiner points on the surface. As a result, both the quality and the character of the resulting
tetrahedral mesh was limited. To overcome this limitation, we propose an alternative strategy.

2 VARIATIONAL GENERATION OF HYBRID MESH

Like our previous method in [1], the new method takes some specification of the mesh sizes as
input, in particular the gradient-limited feature sizes (GLFS), which we have found to be well
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suited for biomedical applications [2]. The method has four key steps: 1) propagate an initial
thin-layer of prisms; 2) shrink the tetrahedral core; 3) further expand prisms and shrink tetrahedra
by variational smoothing.

2.1 STEP 1: PROPAGATE INITIAL THIN-LAYER

We propagate the boundary surface inwards by solving the Lagrangian evolution equation ∂x
∂t =

f(x, t)n̂, where t denotes time, n̂ denotes unit surface normal, and f(x, t) denotes the speed func-
tion, for which we use the GLFS. Rather than propagating vertices, we apply the face-offsetting
method (FOM), which propagates the faces and then reconstructs vertices based on a weighted
least squares approximation [1, 3]. For efficiency, we compute the GLFS only at the beginning,
and reuse it throughout the propagation.

After computing all the vertex displacements, we check the positivity of the Jacobian of each
prism, and reduce the time step if the Jacobian is negative anywhere in the mesh. Thereafter, we
further optimize the prisms using a variational smoothing procedure, which minimizes the sum
of two energies to improve the shapes of the triangles and the orthogonality of the side edges,
respectively.

Overall, the initial propagation proceeds as follows:

1. compute vertex displacements for ∆t using face offsetting with GLFS as speed function;

2. check positivity of Jacobian of the prisms and reduce ∆t to prevent mesh folding;

3. apply variational smoothing to optimize triangle shapes and side-edge orthogonality;

4. if it has propagated sufficiently (say 50% of the desired depth of the prisms) or the time step
was reduced to some too small value, then stop; otherwise return to step 1.

2.2 STEP 2: SHRINK TETRAHEDRAL CORE

After a thin boundary layer has been generated, we deform the tetrahedral mesh using a variational
smoothing procedure:

1. add displacements computed from the initial propagation to boundary vertices; if the dis-
placements cause tetrahedral elements to fold, scale back the displacements;

2. smooth the interior tetrahedral with fixed boundary;

3. if displacements were scaled back, go back to step 1 and repeat step 1 and 2, until all
displacements have been applied or the displacements are scaled back to nearly zero.

We smooth the tetrahedra using a modified algorithm of that in [4]. In particular, we define an
energy for each tetrahedron with respect to some “ideal” reference tetrahedron.

The energy Eθ(τ) for a tetrahedron τ is

Eθ =
1

V 2/3

3∑
i=1

(
αi‖li‖2 + βi‖ri‖2

)
, (1)

where li and ri are edge vectors and α and β are ’shape’ parameters of the original mesh. Since
the input mesh may be graded or layered, we try to preserve the shapes of the initial tetrahedra.
Thus, the shape parameters α and β are computed directly from the reference mesh.
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2.3 STEP 3: FURTHER EXPAND PRISMS AND SHRINK TETRAHEDRA

The previous step generated and smoothed prisms and tetrahedra independently of each other. Dur-
ing the process, if some tetrahedra have very large aspect ratios, the propagation of the prismatic
boundary layers would terminate prematurely. We address the issue in this step by smoothing the
prisms and tetrahedra simultaneously. Our goals are twofold: 1) to propagate the prisms further
while continuing to shrink the tetrahedra, and 2) to allow local adaptation of prism heights based
on the overall mesh quality. We assume that the input surface triangulation has a reasonable qual-
ity, and we do not move the vertices on the boundary, except for those on the outlet walls, which
must slide along the walls.

To define the energy for a prism, for simplicity we sample a tetrahedron at each vertex of the
prism, and use the corresponding vertices in the actual and target prisms as the actual and reference
tetrahedra. For each pair of actual and reference tetrahedra, we substitute them into Equation (1)
to compute its energy, and the energy for the prism is the sum of the energy of the six tetrahedra.
We refer to this energy as the height energy of the prism, denoted by Eh, as its main objective is
to control the height of the prisms.

In addition to the height energy, we also would like to optimize the orthogonality of the side edges
of prisms. Orthogonality is important for producing smoother boundary layer meshes and for more
accurately capturing the boundary layer effects in simulations. Note that the height energy also
penalizes edges that are far from orthogonal, but it is not strong enough to enforce orthogonality.
We use the same energy defined in [1].

Given these elemental energy, our overall prism expansion algorithm computes the total energy E
as a weighted sum of the height energy Eh of the prisms, the orthogonality energy E⊥, and the
shape energy Et of the interior tetrahedra, i.e., E = wt

∑
Et +

∑
(whEh + w⊥E⊥), where w

denotes the corresponding weights. We set the weights to wh = 4 and w⊥ = wt = 1, where the
higher weights for Eh allows more substantial growth of the prisms. We minimize this energy
similarly as for tetrahedra, as summarized by the following procedure:

1. Loop through the interior tetrahedra, and for each tetrahedron compute the gradient and
Hessian of Et with respect to its vertex coordinates, and add them to the corresponding
vertex values;

2. Loop through the prisms, and for each prism compute the gradient and Hessian of Eh and
E⊥ with respect to its vertex coordinates, and add them to the corresponding vertex values;

3. Loop through all vertices to divide the gradient by the Hessian to obtain a displacement; for
vertices on the outlet walls, constrain the displacement within the wall or along the ridge;

4. Scale back displacements to avoid folding; if any vertex is scaled back, recompute the gra-
dient and Hessian of its surrounding elements and compute its displacement;

5. Repeat steps 1 through 4 for a few times.

3 RESULTS

The figure below shows the addition of four layers of prisms added to the blood domain of ideal-
ized human heart model, originally from the NYU Medical Center. We started with a triangulation
of the model in [5] and then adapted it to be commensurate with the GLFS. A layered tetrahedral
mesh was then generated from that surface [2]. Four layers of scale-invariant prisms were then
added to this anisotropic grid, following the procedure described above. The table below reports
the element statistics and execution time for shrinking the tetrahedral grid and adding the prisms.
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Figure 1: Hybrid prism-tet mesh. A GLFS defined on the blood domain of the triangulated surface.
B Detail of an outlet, showing the graded prism layers. C Cros-section though the aortic valve.

min vol max vol worst χ worst α worst ψ worst fx ExecutionTime
Hybrid mesh 1.2E-10 6.3E-05 0.21 62.8 0.750 0.143 356 sec

Table 1: Statistics for hybrid prism-tet mesh of the human heart. The minimum surface edge length
was 0.001. All units are dimensionless. χ is the aspect ratio, and α, ψ and fx are the hybrid face
orthogonality, skewness and uniformity, respectively. Execution time refers to prism generation
only.

4 CONCLUSIONS

We have presented a simple and effective strategy for adding high quality prismatic boundary
layers to tetrahedral grids derived from biomedical imaging data. In contrast with our previous
work, the input tetrahedral grid can be isotropic, anisotropic or layered.
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ABSTRACT

We present a fully automatic segmentation method to extract media-adventitia border in IVUS im-
ages. We use a double-interface automatic graph cut technique to prevent the extraction of media-
adventitia border from being distracted by those image features. Novel cost functions are derived
from using a combination of symmetric and asymmetric local phase features with complementary
texture features. Comparative studies on manual labeled data show promising performance of the
proposed method.

Key Words: IVUS, media-adventitia border, local phase, optimal interface segmentation.

1 INTRODUCTION

Intra-vascular Ultrasound (IVUS) is a catheter-based technology where an ultrasound probe is
moving inside the artery, transmitting signals and receiving the backscattered one from the inside
and outside the artery that help to diagnosis of atherosclerosis diseases. Media-adventitia border
is the outer side of the artery wall which can be used to measure the circumference, radius and
3D reconstruction of the artery. The appearance and visibility of the media-adventitia border are
affected by artery diseases, and acoustic shadow artifacts.

Many techniques have been used in IVUS segmentation such as active contour and level set [1,2]
and Graph search [3,4], which one based on minimizing a cost function that is derived from image
features and possibly combined with shape prior to refine the segmentation. This approach is
also adapted in [5] to deal with 3D volumetric segmentation using s-t cut algorithm to find the
minimum closed graph.

Local phase features have shown to be an effective alternative to intensity derived features to
deal with inhomogeneity, low image quality, and acoustic shadow that are common in ultrasound
images. For example, in [6] it is used to find acoustic boundaries in echocardiography images.
Two features can be extracted from local phase analysis: feature symmetry and feature asymmetry.
Feature symmetry highlights the location of high congruency between objects in images. Since
the media layer has generally uniform characteristics it can be detected by its symmetric feature,
whileas feature asymmetry responds to edge-like feature and it can detect potential borders.

This paper presents a fully automated segmentation of media-adventitia border in 2D IVUS im-
ages. Double interface segmentation is introduced to obtain the media-adventitia border by com-
bining image driven features with geometric constrains in well defined graph construction to over-
come the impediments such as stents, calcification or plaque. The first interface removes any
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distraction existed above the media-adventitia border and the second interface finds the border
based on the characteristics of media layer.

2 PROPOSED METHOD

Briefly, the IVUS images are first transformed from Cartesian coordinates to polar coordinates,
height field like, then removing catheter-ring down artifact. Two node-weighed directed graph are
then constructed so that the border extraction is considered as computing a minimum closed set
graph by using s-t cut algorithm. The extracted media adventitia border from the second graph is
smoothed using radial basis function (RBF).

2.1 Graph construction

In [7], the authors proposed a novel graph construction method, which transforms the surface
segmentation in 3D into computing a minimum closed set in a directed graph. We adapt this
method to a 2D segmentation, which can carry out double-interface segmentation simultaneously
in low order polynomial time complexity and does not require user initialization. For each desired
interface, construct a graph G = 〈V,E〉 , where each node V (x, y) corresponds to a pixel in
2D image I(x, y). Along each column in graph, each node is connected to the precedence node
in the same column, and then connected to other node in different column to construct the closed
graph. After constructing the graph for each of the two interfaces, taking into account interrelations
between them is necessary and this is achieved by setting up another set of arcs to connect them.
Geometrical constraints can be imposed by setting minimum δmin and maximum δmax separation
distances. The two interfaces thus will not intersect or overlap.

2.2 Feature extraction

Local phase features – Two types of features can be extracted from phase congruency: feature
asymmetry FA(x, y) and feature symmetry FS(x, y). Feature asymmetry highlights step-like
image patterns, and is defined as [6]:

FA(x, y) =
∑
m

b[|om(x, y)| − |em(x, y)|]− Tmc
Am(x, y) + ε

(1)

where m denotes filter orientation,om(x, y) and em(x, y) are odd and even symmetric Log Ga-
bor filter, E is a small constant, Tm is an orientation-dependent noise threshold, Am(x, y) =√
e2m(x, y) + o2m(x, y) and b.c denotes zeroing negative values. Feature symmetry favors bar-

like image patterns, which is useful in extracting the thin media layer. We modify the feature
symmetry equation in [6] to focus only on the dark polarity (minimum intensity) symmetry by:

FS(x, y) =
∑
m

b[−|em(x, y)| − |om(x, y)|]− Tmc
Am(x, y) + ε

(2)

First order derivative of Gaussian – This set of filters is designed to highlight the intensity differ-
ence between media and adventitia. Four different orientations are used.

Band-pass log-Gabor – Log Gabor is used as a bandpass filter in three scales to enhance the border
and to reduce speckles and other image artifacts. This process is carried out in coarser scales, i.e.
in the 3rd, 4th and 5th scales. Hence, these features particularly show dominant edges.
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2.3 Cost function

For the media-adventitia border, all the three types of features described in Sect. 2.3 are used. It
takes the following form:

C1(x, y) = Cd(x, y) + α1G(x, y) + α2(1− FS(x, y)) (3)

where Cd denotes the term for derivative of Gaussian features,CG is for log-Gabor, and α1 and α2

are constants. CG can be obtained by cascading the filtering responses across scales. However,
more weight can be assigned to coarser scale features so that it presence the connectivity of media-
adventitia border at the existence of acoustic shadow, e.g. CG = G(3) + G(4) + 1.5G(5) as used
here and G(i) denotes ith scale. Feature symmetry FS is useful in enhancing the thin layer of
media. It is normalized beforehand, and since the middle of the layer has larger values 1−FS is
used in the cost function so that the interface between media and adventitia is highlighted. Note
that each of the term in the cost function is normalized. For the auxiliary interface that is above
media-adventitia, we use a combination of log- Gabor feature and feature asymmetry:

C2(x, y) = CG(x, y) + α3(1− FA(x, y)) (4)

where α3 is a constant. The combination of those two types of features leads the cost function to fa-
vor linking globally dominant image features, which very often is distractive for media-adventitia
border segmentation.

2.4 Compute the minimum closed set

Each graph node is weighted by a value represents its rank to be selected in the minimum closed
set graph where the arc costs between graph nodes are infinitive. The weight assignment is carried
out according to w(x, y) = C(x, y)−C(x, y− 1) where C denotes the cost function and w is the
weight for each node in the directed graph, which serves as the base for dividing the nodes into
non-negative and negative sets. The s− t cut method can then be used to find the minimum closed
set. The source s is connected to each negative node and every non-negative node is connected to
the sink t, both through a directed arc that carries the absolute value of the cost node itself.

2.5 Post-processing

The segmented media-adventitia may still contain local oscillations. Smoothing based post-processing
can be adopted to eliminate such oscillations. Here, RBF interpolation using thin plate base func-
tion is used to effectively obtain the final interface.

3 EXPERMENTAIL RESULTS

A total of 95 IVUS images from 4 acquisitions of 2 patients are used to evaluate the proposed
method. These images contain various forms of soft and fibrous plaque, calcification, stent, and
acoustic shadow. In most of the images, For all the tested images, ground-truth via manual labeling
is available for quantitative analysis. All the parameters are fixed: distance between two surfaces
are set as δmin = 5 , δmax = 140, and cost function weightings are set as α1 = 0.7, α2 = 0.5,
and α3 = 0.5.

The proposed method was compared against the single-interface segmentation with the cost func-
tion in (3). The cost function for the media-adventitia was kept the same. Fig. 1 The single-
interface segmentation gave partial media-adventitia border, as shown in first row (b). However,
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Table 1: comparison between single-interface and double-interface segmentation results. AD: area
difference in percentage; AMD: absolute mean difference in pixel compared to ground-truth.

Single interface Double-interface AD AMD
AD AMD AD AMD

Mean 9.99 12.55 5.84 6.99
Std. 11.06 11.45 4.53 4.13
Min 1.60 1.76 1.47 1.75
Max 57.08 54.70 25.04 24.42

(a) (b)

Figure 1: (a) Comparison between groun-truth (green) and the proposed method (red), (b) first
row shows single-interface result, and second row shows the proposed method.

its performance degraded when there were interfering image structures. Table 1 provides the quan-
titative comparison between single-interface approach and the proposed method. The proposed
method achieved better accuracy and consistency.

4 CONCLUSION

We presented an automatic double-interface segmentation method, whose cost functions combine
local and global image features and its geometric constrain is integrated in graph construction.
Qualitative and quantitative comparison showed superior performance of the proposed method.

REFERENCES

[1] E. Brusseau et al., “Fully automatic luminal contour segmentation in intracoronary ultrasound
imaging-a statistical approach,” IEEE Trans Med Imaging. vol. 23 No. 5, pp. 554-66, 2004.

[2] M. Plissiti et al., “An Automated Method for Lumen and Media-Adventitia Border Detection
in a Sequence of IVUS Frames,” IEEE Trans Inf Technol Biomed, Vol. 8, No. 2, pp. 131-141,
2004.

[3] M. Sonka et al., “Segmentation of intravascular ultrasound images: A knowledge-based ap-
proach,” T-MI, vol. 14, No. 4, pp. 719–732, 1995.

[4] A. Takagi et al., “Automated contour detection for high frequency intravascular ultrasound
imaging: A technique with blood noise reduction for edge enhancement,” Ultrasound Med.
Biol., vol. 26, pp. 1033–1041, 2000.

[5] A. Wahle et al., “Plaque development, vessel curvature, and wall shear stress in coronary arter-
ies assessed by X-ray angiography and intravascular ultrasound,” Medical image analysis, vol.
10, no. 4, pp. 615–31, 2006.

[6] M.Mulet-Parada and J.Noble, “2D + T acoustic boundary detection in echocardiography,” Med-
ical Image Analysis, vol. 4, no. 1, pp. 21–30, 2000.

[7] K.Li, et al., “Optimal surface segmentation in volumetric images-a graph-theoretic approach,”
T-PAMI, vol. 28, no. 1, pp. 119–34, 2006.

236



2nd International Conference on Mathematical and Computational Biomedical Engineering – CMBE2011 

March 30 – April 1, 2011, Washington D.C., USA 

P. Nithiarasu and R. Löhner (eds) 

 

 

Learning Patient-specific Motion based on Decomposing a Multilinear Shape Model  

 

Yipeng Hu and Dean Barratt
 

Centre for Medical Image Computing, University College London, Gower Street, London, 

WC1E 6BT, UK, {yipeng.hu, d.barratt}@ucl.ac.uk 

 

SUMMARY 
In this study, we investigate the feasibility of using a multilinear statistical shape model (MSSM) 

to predict patient-specific prostate gland motion due to the placement of a transrectal ultrasound 

(TRUS) probe. A MSSM was trained using synthesized shape data, generated by modelling gland 

motion using a nonlinear finite-element model of the prostate and surrounding anatomy, which 

was in turn derived from an MR image for each patient. Once generated, the MSSM was used to 

predict the probe-induced prostate motion for a new patient given unseen information on gland 

shape and size, derived from an MR image. A set of deformed gland shapes, predicted by this 

model, was then used as training data for a linear SSM for the new patient, constructed using 

principal component analysis, which approximates the shape variation expected during a TRUS-

guided surgical procedure for this particular patient. We assess the feasibility of this approach by 

computing the error when using the final patient-specific SSM to model biomechanically 

simulated gland deformations for 14 patient datasets. 

Key Words: multilinear shape model, organ motion, prostate cancer, minimally-invasive 

interventions 

 

1. INTRODUCTION 
Linear statistical shape analysis techniques, such as principal component analysis (PCA), based 

on image training data have been widely investigated for describing the variations in organ shape 

across a population, as well as variations in shape due to physiological motion [1]. In principle, 

this approach can also be applied to enable shape changes due to external forces, such as surgical 

instruments, but acquiring sufficient (image) training data to learn patient-specific motion is often 

impractical because reproducing the conditions that give rise to shape changes is usually not 

possible. One solution to this problem is to simulate training data using a patient-specific 

biomechanical model [2, 3].  

    In our recent work, we have developed a novel “model-to-image” approach for non-rigidly 

registering a pre-operative magnetic resonance (MR) image to 3D transrectal ultrasound (TRUS) 

images obtained during minimally-invasive biopsy and ablative therapies, such as high-intensity 

focused ultrasound ablation [4-6]. In this method, a patient-specific linear statistical shape model 

(SSM) of the prostate gland is fitted automatically to features (the gland capsule surface in this 

case) extracted from the target TRUS image. Training data for the model are generated using 

patient-specific finite element (FE) simulations of the gland and the surrounding pelvic anatomy, 

derived from a (T2-weighted) MR image, and represent the variation in prostate shape due to 

different TRUS probe poses and assumed tissue mechanical properties. By analysing the FE mesh 

node displacements, all the simulated shapes are decomposed into a “landmark” subspace and a 

motion subspace, wherein “landmarks” correspond to mesh node co-ordinates. Applying PCA 

enables the motion subspace to be projected into a lower dimension space, typically described by 

10-20 modes. The linear SSM of the prostate gland deforms in a highly constrained but 

physically plausible manner. These properties make it very well-suited to constraining 
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deformable image registration algorithms, particularly when one of the images to be registered is 

of poor quality or contains sparse information on organ geometry. 

    This approach has yielded excellent results in our early work, with MR-TRUS registration 

errors around 2-3mm, based on image-visible landmarks within the gland [5,6]. However, the 

requirement for a patient-specific model places a significant burden on the clinical workflow, 

since accurate segmentation of the prostate and surrounding anatomy in an MR image currently 

requires manual contouring, which is both time-consuming and labour-intensive. Generating a FE 

mesh and performing the training simulations also requires special-purpose software and can 

introduce errors. To overcome these limitations, in this paper we propose: 1) employing a 

multilinear statistical shape model (MSSM) [7-9] that takes into account prostate shape 

variability both between different patients and within each individual patient; and 2) building a 

patient-specific linear model from the data predicted by the MSSM, given limited geometric 

information derived from an unseen MR image for a patient. The aim of this study was to 

investigate the feasibility of this approach. 

 

2. METHODS 
2.1 Multilinear Statistical Shape Model  

2.1.1 Training Data Generation 

Simulated training data for the MSSM was generated for 14 prostate cancer patients undergoing 

transperineal, template-guided biopsy or HIFU therapy procedures at UCL Hospital, London. For 

each patient, a pre-operative T2-weighted MR image was available, and the following tasks were 

carried out: 1) The MR image was manually segmented. The central and peripheral zones of the 

gland were delineated along with the pelvic bone, bladder, and rectum; 2) The segmented 

structures were meshed into 50-60,000 tetrahedron elements using meshing tool provided in the 

ANSYS FEA software (ANSYS Europe Ltd., Oxfordshire, UK); 3) Five-hundred FE simulations 

of gland motion due to different TRUS probe positions and tissue material properties were 

performed using a non-linear FE solver running on a GPU [10]. During each simulation, different 

material properties were randomly assigned to all the regions, and different boundary conditions 

were defined by different positions and orientations of the TRUS probe. Further details of the 

segmentation and FE modelling technique used in this study can be found in [5] and ]. 

2.1.2 Point Correspondence 

Because each training dataset was generated by simulating the physical deformation of a common 

FE model of the prostate gland (and surrounding soft-tissue), point correspondence between 

different training shapes for each patient is determined implicitly. The point correspondences 

between different patients (across the landmark subspace) were computed by groupwise non-rigid 

registration of the MR-derived prostate shapes using a landmark-guided coherent point drift 

algorithm [11]. The approximate locations of the base and apex of the gland were used as 

landmarks to aid the registration. The groupwise registration scheme updates the mean shape of 

the registered segmentations until the iterations converge. The final point correspondence was 

then propagated across the simulated data by interpolating the FE meshes.  

2.1.3 Multilinear Model Generation 

Following registrations and spatial interpolation, the point correspondences across the patient, 

motion and landmark spaces are known. Using the tensor multiplication, the MSSM is given by:  
landmarkmotionpatientSD UUU1 32                 (1) 

where D is a 3-mode tensor  (
KJID  ) that assembles K mean subtracted landmarks sampled 

from each of J datasets (see Figure 1); the first dataset corresponds to the original MR 

segmentation, whereas, for each of the I patient data, the j
th
 dataset (j=2,…,J) corresponds to the 

deformed mesh produced by the FE simulations.  The core tensor 
KJIS  , computed by a 

high order singular value decomposition [7], represents the interactions of the patient, motion and 
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landmark subspaces, contained in matrices 
IIpatient U , 

JJmotion U  and 
KKlandmark U  respectively. Thus, a new shape may be reconstructed by: 

landmarkmotionpatientS Uuud 1 32                 (2) 

where 
Ipatient u  and Jmotion u  are patient and motion vectors, respectively. Therefore, 

given a new patient vector, 
patient

û , the shape for this patient, at the n
th
 point in motion subspace, 

can be predicted by back projection onto the original landmark subspace: 
landmarkmotion

n

patient

n S Uuud 1 32
ˆ                 (3) 

Now, the shape vector d1 can be determined from the segmentation of the new patient MR data 

and projected to obtain the corresponding patient vector, 
patient

û , using the relation: 

12
ˆ du  Bpatient

, where, 
Tlandmarkmotion

S  )( 312 UuB             (4) 

 

2.2 A Patient-specific Statistical Model of Ultrasound-probe-induced Prostate Motion 

Given a new patient vector, 
patient

û , obtained by registering a set of surface points identified in an 

unseen MR image to the mean shape of the all the segmentations in the training data (first column 

in Figure 1), patient-specific training data for a conventional PCA-based model of prostate 

deformation can be generated using the MSSM without requiring a FE solver. Furthermore, the 

number of surface points is small so that a complete segmentation of the (unseen) MR image is 

no longer required (In this study, ~100 points were re-sampled from 4 manually drawn contours). 

Using PCA, the resulting linear SSM that describes the variation in prostate shape for each patient 

from MSSM-generated data is given by: 

Pbdxedxx  




0

1

0def

JL

i

iib                             (5) 

where x0 is a 3N vector contains the node co-ordinates of the (undeformed), MR-derived shape; 

d  is the mean mesh node displacement vector; ei is the i
th
 eigenvector of the covariance matrix 

formed from the set of training displacement vectors; J is the size of training data, including 

derived segmentation and predicted shapes; T

21 ],...,,[ Lbbbb   is a weight vector; and P is a 3N 

by L matrix with columns that contain eigenvectors ordered so that the corresponding eigenvalue 

iλ  decreases in magnitude as i increases.  

 

2.3 Model Validation  

The new SSM generation method was validated by comparing the model generalisation ability 

(GA) and specificity [12] with those of a model generated using training data simulated by a 

biomechanical model. The GA measures the ability of a model to describe unseen data by 

computing the root mean square error (RMSE) of the distance between an SSM and the (ground 

truth) shape (see Figure 1). Model specificity measures the ability to reject abnormal data by 

computing the RMSE between the randomly sampled instances from the SSM and the ground 

truth. Here, biomechanically simulated shapes were used as the ground-truth. Patient-specific 

prostate SSMs were built for each patient with L modes of variation, chosen so that the 

accumulated variance covered 99% of the total variances. In each case, a MSSM was constructed 

using training data generated for the remaining 13 patients. The GAs and specificities were 

computed for each SSM.  

 

3. RESULTS AND CONCLUSIONS 
The GA and specificity for each SSM are plotted in Figure 2. The results demonstrate that the 

proposed modelling approach can usefully describe the simulated data by projecting the 

segmentation. The projection and prediction operations are very computationally efficient. 
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Furthermore, we have shown that a MSSM-generated SSM is able to reconstruct unseen 

deformation with an average reconstruction error (GAs) of 2.42 mm without the need to explicitly 

generate a finite element model from MR images or the need to perform finite element 

simulations. The performance of the method to constrain a non-rigid registration algorithm using 

real patient data is the subject of future work. 
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Figure 1. Illustration of the tensor D and the predicted training data 

given an MR segmentation, d1. 

 
Figure 2. Plots of the GA (upper) and 

specificity (lower), computed from the 

leave-one-out test for the 14 SMMs. The 

error bars indicate the 10th /90th 

percentiles of the RMSEs. 
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SUMMARY

We proposed a new level set segmentation model with statistical shape prior using a variational

approach. The image attraction force is derived from the interactions of gradient vectors across

the whole image domain. This gives the active contour a global representation of the geometric

configuration, making it more robust to image noise, weak edges and initial configurations. Sta-

tistical shape information is incorporated by using a nonparametric technique to model the shape

distribution, which allows the model to handle relatively large shape variations.

Key Words: level set, segmentation, shape prior.

1 INTRODUCTION

Image segmentation is an important area in image processing and has a wide range of applications

such as biomedical image analysis. Several approaches have been proposed for automatic object

segmentation. Some of the main challenges include the extraction of object boundaries or regions

from images with noise and intensity inhomogeneity. Other factors such as weak object edges,

low resolution, and complex geometries can also affect the accuracy and efficiency of the shape

extraction process.

Active contours provide an effective framework for object segmentation as they can easily adapt to

shape variations. Various types of information can also be incorporated to regularize the smooth-

ness and shape of the contour. Active contour models usually take the form of image gradient

based approaches [1] and region based approaches [2, 3]. As conventional edge based methods

are driven by external energies derived from local image information, they are often affected by

local minima such as image noise, and have difficulties dealing with weak object edges. Region

based methods make use of regional statistics such as means and variances to derive the external

energies or forces, and are thus more robust to noise interference. However, as region based mod-

els [2, 3] are often based on the assumption that image objects consist of distinct regional statistics,

they cannot deal with intensity inhomogeneity in images. Various groups have also incorporated

shape prior information into their models. Many of these techniques are based on statistical as-

sumptions, i.e. the training shapes are constrained to a Gaussian distribution. This can easily

restrict the range of applications as real world objects can often take on complex shape variations.

In this paper, we propose a new variational level set model for efficient segmentation of images.

The proposed method uses an image based energy derived from the global interaction of image
241



gradient vectors [4] to attract the active contour towards object boundaries. This image based en-

ergy greatly improves the performance of the active contour in handling weak edges, image noise

and arbitrary cross-boundary initializations. We also incorporate statistical shape prior informa-

tion into the variational segmentation model using nonparametric shape density distribution [5, 6].

By using kernel density estimation (KDE) to the space of shapes, the shape prior can model ar-

bitrary shape distributions, and can be applied to segment various shapes from occluded or noisy

images.

2 PROPOSED METHOD

The proposed variational model consists of an image attraction force which propagate contours to-

wards object boundaries, and a global shape force which draws the model towards similar shapes

represented in the training set. In this section, we formulate the variational segmentation model

using Bayesian inference. Therefore, the segmentation of an image I can be considered as mini-

mizing the following energy functional:

E(φ) = − log(p(I|φ)) − log(p(φ)) = Eimage(φ) + αEshape(φ) (1)

where Eimage(φ) represents the image based term, Eshape(φ) represents the shape prior and α is a

constant weighting term.

We recently proposed a new image attraction force based on hypothesized gradient vector inter-

actions [4] for contour evolution. Here, we formulate the image attraction force in a variational

framework so that statistical prior information can be conveniently incoporated into the model.

The proposed image based energy functional takes the following form:

Eimage(φ) = ν

∫

Ω

g(x)|∇Hε(φ)|dx +
∫

Ω

G(x)Hε(φ)dx (2)

where ν is a constant parameter, g(x) = 1/|1+∇I|, and Hε is the regularized Heaviside function

[2]. G(x) represents the gradient vector interaction field given as:

G(x) =
∫

Ω

r̂
xx

′

rk

xx
′

· ∇I(x)dx (3)

where r̂
xx

′ is the unit vector from pixel location x to x
′ and r

xx
′ is the distance between the

pixels. k is a constant which is set to the dimension of the image data (i.e. k = 2 for 2D image).

G(x) can be computed efficiently as a vector convolution using fast Fourier transform (FFT),

and some effects caused by spurious edges can be removed by not considering pixels with edge

magnitude smaller or greater than a certain percentage of the maximum magnitude. The first term

in (2) induces the segmentation model to favour minimal length and smooths the contour, while

the second term attracts the active contour towards image object boundaries.

The gradient vector interaction field G(x) utilizes image pixels or voxels across the whole image

domain, and thus gives a global representation of the geometric configuration. This provides the

active contour with a high invariancy to initializations and a large attraction range. It also increases

the robustness of the active contour against image noise and weak edges.

The shape based energy functional is defined using a shape distance measure [5] as:

Eshape(φ) = D2(φ, φi) =
∫

Ω

(H(φ(x + µφ) − H(φi))2dx (4)
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where {φi}i=1...N is a set of training shapes, and µφ is the center of gravity of the shape φ.

The shape distance provides a dissimilarity measure which is invariant to translation of the shape

φ. Intrinsic alignments with respect to scale and rotation can also be incorporated in the model

[5]. Here, we use the nonparametric technique of kernel density estimation (KDE) to model the

statistical shape distribution:

p(φ) ∝
1
N

N
∑

i=1

exp
(

−
1

2σ2
D2(φ, φi)

)

(5)

where σ is the kernel width, and is set to the mean nearest-neighbor distance.

The minimization of the energy functional in (1) can be performed using calculus of variation, and

the gradient descent with respect to the shape φ is derived as:

∂φ

∂t
= −

δEimage(φ)
δφ

− α
δEshape(φ)

δφ
(6)

The gradient flow of the image based energy is given as:

δEimage(φ)
δφ

= νg(x)∇ ·
(∇φ(x)
|φ(x)|

)

δε(φ(x)) − G(x)δε(φ(x)) (7)

where δε is the regularized version of the Dirac delta function, i.e. the derivative of Hε, and the

gradient flow of the shape based energy is defined as:

δEshape(φ)
δφ

=

∑

i
wi

∂D
2(φ,φi)
∂φ

2σ2
∑

i
wi

where wi = exp
(

−
1

2σ2
D2(φ, φi)

)

(8)

The shape derivative with respect to φ is given as:

δD2(φ, φi)
δφ

= 2δε(φ(x))
(

(Hε(φ(x)) − Hε(φi(x − µφ)) +
(x − µφ)T
∫

Ω

Hε(φ)dx

×

∫

(Hε(φ(x′) − Hε(φi(x′−µφ) δε(φ(x′))∇φ(x′) dx′

)

(9)

The proposed variational model therefore simultaneously attracts the active contour towards image

object boundaries and similar shapes represented in the statistical shape distribution.

3 RESULTS

In this section, we show that the proposed method can be applied efficiently for image object

segmentation. Figure 1 shows the segmentation of multiple annular-like objects from an image

with 70% noise, occlusions and intensity variation. The training set consist of 20 images with

annular-like objects of varying shapes. It is shown that the proposed active contour with shape

prior can extract the shapes from the occluded and noisy image efficiently.

Figure 2 depicts the segmentation of carotid from computed tomography (CT) images. In this

example, 20 training shapes are manually generated to model the shape distribution. Note that the

image data consist of various structures such as adjacent vessels and bones, and image regions

representing the carotid often contain diffused edges and intensity inhomogeneity. Therefore,

careful initializations are often required for purely image based segmentation model to delineate

the shape of the structure. As shown in the figure, the proposed active contour with image and

shape based energy can be applied to segment the carotid structure efficiently.
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Figure 1: Segmentation of annular-like shapes using the proposed method.

Figure 2: Segmentation of carotid from CT image using the proposed method.

4 CONCLUSIONS

We have presented a new level set segmentation model with statistical shape prior using a varia-

tional approach. The image based energy is derived from the global interaction of gradient vectors.

The active contour model is thus more robust to image noise and weak edges, and has a strong ini-

tialization invariancy. By using kernel density estimation, the incorporated shape prior can model

arbitrary shape distributions. The proposed model can thus be applied to segment complex shapes

from images of various modalities efficiently.
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SUMMARY

The effect of blood flow on arterial wall remodelling and the investigation of vascular hemody-
namic within the vascular vessels are of great interest, for example in the aorta coarctation or
Thoracic Aortic Aneurysms(TAA). The underlying causes for the formation of TAAs can be ei-
ther inherited (related to Marfan’s Syndrome) or acquired, with risk factors including smoking,
hypertension and atherosclerosis. The identification of patients with aortic disease requires a de-
tailed understanding of the link between vascular malformation and altered hemodynamic, and
how is the relationship between the blood flow and the aortic wall; it has the potential to greatly
enhance the understanding of the pathogenesis and progression of vascular diseases and to aid in
the decision of whether treatment is warranted. If left untreated, TAAs tend to grow at a rate of
0.10 cm per year and may rupture or dissect upon reaching a fit diameter, at this stage, it is likely
that the arterial wall will no longer withstand the blood pressure, and surgical intervention will be
needed. In this perspective, 4D Phase-Contrast non-invasive magnetic resonance imaging (MRI),
with its intrinsic sensitivity to blood flow, offers the unique possibility to simultaneously acquire
morphology and spatially co-registered hemodynamic information non-invasively. The purpose of
this study was to visualize and determinate the 3D blood flow patterns in the aorta obtained by 4D
phase-contrast magnetic resonance and to use it as boundary condition for the computational fluid
dynamics(CFD) in order to obtain other relevant parameters, as shear stress over the arterial wall.

Key Words: blood flow, phase-contrast MRI, vascular hemodynamics, velocity mapping.

1 INTRODUCTION

Mean aortic flow velocity is probably of greater use as a trend indicator of cardiovascular diseases,
aorta coarctation or Thoracic Aortic Aneurysms(TAA) as a result of the recirculating flow or the
wall shear stresses at the inner wall. Knowledge of the in vivo hemodynamics in aorta is impor-
tant to better understand the underlying mechanisms of initiation and progression of these aortic
diseases. Thanks to the new medical imaging techniques, such as MRI and CT scanning, we are
able to get a lot of information non-invasively and to visualize complex geometry of the patients.
In this work, we have developed a tool, DiPPo, able to integrate the velocity profile determined by
4D phase-contrast magnetic resonance in computational fluid dynamics. To date, these techniques
have largely been applied to compute meshes for numerical simulations, but with DiPPo, we will
use the blood velocity profile from the MR scan, in particular for deformable registration of 4D
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MRI images, 3D morphologic and 3-directional blood flow data to calculate the shear stress over
the arterial wall. Furthermore, DiPPo is focus in the medical image processing in the biomechani-
cal research field to generating meshes from the medical images, to apply in Computational Fluid
Dynamics (CFD) or structural mechanics(stress analysis).

2 METHODOLOGY

2.1 Magnetic Resonance

Measurements were carried out using a 3 T MR system (Magnetom TRIO; Siemens, Erlangen,
Germany) time-resolved, 3-dimensional MR velocity mapping based on an RF-spoiled, gradient-
echo sequence with interleaved 3-directional velocity encoding (predefined fixed velocity sensi-
tivity = 150 cm/s for all measurements). Data were acquired in a sagittal-oblique, 3-dimensional
volume that included the entire thoracic aorta and the proximal parts of the supra aortic branches.
Each 3-dimensional volume was carefully planned and adapted to the individual anatomy (spatial
resolution, 2.1 x 3.2-3.5 x 3.5-5 mm3).In the in vivo situation, measurements may be compromised
by the active cyclic motion of the heart (cardiac contraction and dilation) and the passive motion
of the heart due to respiration. These motion components may lead to image artifacts and uncer-
tainties about the exact measurement site in the aorta. Only if the breathing state was within a
predefined window data was accepted for the geometrical reconstruction. To resolve the temporal
evolution of vascular geometry and blood flow, measurements were synchronized with the cardiac
cycle. The velocity data was recorder in intervals of Temporal Resolution(TeR) throughout the car-
diac starting after the R-wave of the ECG. The initial delay after R-wave detection was required
for execution of the navigator pulse and processing of the navigator signal. Two-fold acquisition
(k-space segmentation factor = 2) of reference and 3-directional velocity sensitive scans for each
cine time frame resulted in a temporal resolution of 8 repetition time = 45 to 49 milliseconds.
To minimize breathing artifacts and image blurring, respiration control was performed based on
combined adaptive k-space reordering and navigator gating. Further imaging parameters were as
follows: rectangular field of view = 400x(267-300) mm2, flip angle = 15 degrees, time to echo =
3.5 to 3.7 milliseconds, repetition time = 5.6 to 6.1 milliseconds, and bandwidth = 480 to 650 Hz
per pixel. Velocity measurements a voluntary healthy, male subject underwent MR examinations;
written informed consent was obtained from the subject.

2.1.1 Blood flow velocity decoding

Blood flow velocity in each voxel depends on acquisition velocity sensitivity and gray scale. In
general the velocities are encoded in the phase difference images such that there is a linear rela-
tionship between the gray scale value and the underlying velocity. Velocity in cm/sec = ((Pixel-
Value - GrayScale)/GrayScale)*Venc; where venc is the velocity sensitivity in cm/sec(in our case
venc=150 cm/s), GrayScale depends of the DICOM(in our case 2048) and PixelValue is the value
of the gray color of the phase contrast image (see 2.1).

2.2 Segmentation

An n-phase 4D (spatio-temporal) image can be viewed as a discrete set of n volumetric images
defined at n different time instants. The 4D aortic surface can be also viewed as a sequence
sequence of surfaces. During the segmentation stage, the 4D segmentation algorithm consists of
the following steps according to [13]
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• Aortic surface pre-segmentation: A 4D fast marching level set method simultaneously yields
approximate 4D aortic surfaces [3]

• Centerline extraction: Aortic centerlines are determined from each approximate surface by
skeletonization.

• Accurate aortic surface segmentation: Accurate 4D aortic surface is obtained simultane-
ously with the application of a novel 4D optimal surface detection algorithm.

In order to achieve an accurate and improve the aorta segmentation, a new step has been added.
This new step consists to introduce an optimization of Dijkstra’s shortest path algorithm. Thanks
to this algorithm, the region of interest is more precise, the tubular structures[3] are improved and
it is possible to select the branches of the aorta according to some values.

2.3 Meshing

The development of computational simulations in medicine, molecular biology and engineering
has increased the need for quality finite element meshes[1]. For the segmentation procedure DiPPo
includes a variety of ITK[8] filters, which are used interactively by the clinicians to determinate
the volume of interest of the problem. After aorta segmentation(2.2), we end with a file with the
image data and the value of the isosurface value defining the boundary of the volume of interest.
The imaging data V is given in the form of sampled function values on rectilinear grids,

V = F(xi,y j,zk)|0 ≤ i ≤ nx,0 ≤ j ≤ ny,0 ≤ k ≤ nz; (1)

We assume a continuous function F is constructed through the trilinear interpolation of sampled
values for each cubic cell in the volume. The format used to read the medical data is VTK[12]
structured point as it is agreed in [7]. The description of this format can be found in [7]. The
image in this format can also be rendered as a volume and manipulated with ITK[8]. Given an
isosurface value defining the boundary of the volume of interest we can extract a geometric model
of it. We are interested in creating a distcretization of the volume suitable for finite element
computation. The following methods are able to generate a finite element meshes that can be used
in the computational analysis; 1) Dual contouring, 2) Marching cubes, 3) Advancing front [6], and
4) Isosurface stuffing[5]. All of them has been integrated into DiPPo.

2.4 Numerical Simulation

In this work, blood is assumed as three-dimensional, steady, incompressible, homogeneous, New-
tonian fluid with no external forces applied on it, while the arterial wall is comprised from non-
elastic and impermeable material. The newtonian approximation is acceptable in large arteries[11].
Mathematically a newtonian fluid can be expressed as symmetric stress tensor by the follow con-
stitutive equation:

ρ = −pI+2µε(u) (2a)

ε(u) =
1
2

(
∇u+∇uT)

(2b)

where p is the fluid pressure, I is the unit tensor, µ denotes the apparent fluid viscosity and ε(u)
is the rate-of-strain tensor (2b). Therefore, according to this, blood flow is simulated with average
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blood properties: fluid viscosity µ=0.0035 Pa·s and density ρ=1050 kg/m3. Considering a fluid
domain(large artery) Ω based on the arbitrary Lagrangian method [2] and adopting the following
notation: Ω(0, t) is a three-dimensional arterial region, and x=(x1, x2, x3) is an arbitrary point of
Ω. For x ε Ω and t>0 the conservation of momentum and continuity in the compact form are
described by the following equations:

ρ ·
(

∂u
∂ t

+(u ·▽u)
)
+∇ p−∇ · (µ △u) = ρ · f (3a)

∇u = 0 (3b)

where u = u (x, t) denotes the velocity vector, p = p (x, t) the pressure field, ρ density, µ the
dynamic viscosity of the fluid and f the volumetric acceleration. It is now possible to recast the
Navier-Stokes equations that are used to describe the pulsatile blood flow in large arteries on
the time-dependent domain Ω with appropriate boundary conditions. The boundary conditions
of system (3) are prescribed velocities on the walls and inflow boundaries, as well as prescribed
pressure P on the outflow boundary. The volumetric forces(ρ · f) are not taken in to account in the
present analysis. Due to the highly convective flow in the ascending aorta and in the general in the
cardiovascular system, the numerical scheme requires a stabilization technique in order to avoid
oscillations in the numerical solution. In this study an innovative stabilization method based on
the Finite Increment Calculus(FIC) concept [9] [10] is applied that preserves the consistency of
the scheme. Convergence was achieved when all mass, velocity component and energy changes,
from iteration to iteration, were less than 108. The stabilized Navier-Stokes equations are solved
numerically by means of a finite-element method, and its implementation was done in Tdyn [4] a
fluid dynamics and multi-physics simulation environment.

3 CONCLUSIONS

The presented work allows easily combine medical imaging with computational fluid dynamics in
a medical environment for a better understanding of aortic diseases. This environment may allow
the extraction of novel quantitative trends describing static and dynamic properties of the normal
and diseased aorta. The clinical role of imaging in this population is to identify patients who
need aortic surgery before they suffer a major complication, such as dissection or aortic rupture.
Nowadays, the clinicians only measures the aortic diameter to determinate the severity of the aor-
tic diseases, but thanks to this environment we can provide to the clinicians more accurate static
and dynamics measurements to identify patients in a high risk of disease. One of the main ap-
plications of DiPPo is to work directly with 4D-MRI images, allowing in a unique user-interface:
filtering, segmented, meshing and visualizes a real blood flood profiles. Regarding the aorta seg-
mentation, we have proposed a modifications of the procedure of Zhao [13] in order to reduce the
computation time and automatize the segmentation process. Furthermore, DiPPo is designed to
be integrated easily in other simulation programs. Other visualization and segmentation tools will
be implemented according to the clinician’s requirements. Future works will include advanced
techniques in image processing, meshing and also improvements in the fitting techniques of the
velocity encoding parameters.
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SUMMARY

The estimation of the rigidity of vascular tissues in vivo is a major issue in the clinical practice, 
but it is still a challenging problem. Here we propose a new method based on the solution of an  
inverse Fluid-Structure Interaction problem, starting from the knowledge of the displacement of  
the vessels from medical images.

Key Words: Parameter estimation, Inverse problems, Fluid-structure interaction.

1. INTRODUCTION

Estimation  of  the  stiffness  of  a  biological  soft  tissue  is  useful  for  the  detection  of 
pathologies such as tumors or atherosclerotic plaques. Elastography is a method based on 
the comparison between two images before and after a forced deformation of the tissue of 
interest. An inverse elasticity problem is then solved for the Young modulus estimation. 
In the case of arteries, no forced deformation is required, since vessels naturally move 
under  the  action  of  blood.  Young  modulus  can  be  therefore  estimated  by  solving  a 
coupled inverse fluid-structure interaction (IFSI) problem. In this paper we focus on the 
mathematical properties of the IFSI problem and its numerical solution. We give some 
well posedness analysis and some preliminary results based on a synthetic data-set, i.e. 
test  cases  where the exact  Young modulus  is  known and the  displacement  dataset  is 
numerically generated by solving a forward fluid-structure interaction problem.
We address the problem of the presence of the noise in the measured displacement and of 
the proper sampling of images for obtaining reliable estimates.

2. MAIN BODY

The term compliance in physiology is referred to the tendency of a vessel or more in 
general a hollow organ to resist recoil toward its original dimension when a distending or 
compressing force is removed. A practical definition of compliance is the ratio between 
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the volume variation in a vessel and the corresponding pressure variation. Nevertheless, 
there are different definitions of compliance, mainly dependent on the different methods 
for measuring it. This parameter is supposed to have a role in different cardiovascular 
pathologies,  so  its  estimation  is  a  major  issue  in  clinical  diagnosis  and  therapy.  For 
example,  low compliance of  artery vessel  could be an indicator  of  atherosclerosis  or 
hypertension. Moreover, an increase of the stiffness of the left ventricle wall is a clear 
marker of diastolic dysfunction, i.e. a clinical condition leading to an increase of the end 
diastolic left ventricle pressure, that may be the primum movens of heart failure. More in 
general,  the  deformability  of  soft  tissues  is  an  important  index  for  the  detection  of 
anomalies or diseases such as tumors. For all these reasons, an accurate estimation of this 
parameter in vivo has a great relevance for diagnostic purposes and however it is difficult 
for  many  reasons.  Among  the  techniques  specifically  devised  for  the  vascular 
compliance, we mention 1) Methods based on the simultaneous measures of pressure and 
cross-sectional area at different points and times; 2) Methods based on measuring the rate 
of propagation of flow waves coming from the heart (pulse wave velocity). The former 
has a major drawback in its invasivity. The latter requires a specific attention in handling 
pressure wave reflections and relies upon the assumption of cylindrical vessels, which is 
not true in general. Other methods were proposed for more general purposes, in particular 
for the detection of tumors in a soft tissue. In particular,  elastography is an approach 
where tissue elasticity (or stiffness) is inferred by the analysis of images of the tissue 
before and after the application of a proper deformation. Images are in general acquired 
with ultrasound or magnetic resonance. Basic steps of this approach are:
a) First acquisition of the specimen in the original configuration; 
b) Application of a deformation to the specimen and second acquisition;
c) Tracking of the displacement from the comparison between the two images;
d) Estimation of the rigidity of the tissue. 

Both steps (iii)  and (iv)  require  the solution of  inverse problems.  Step (iii)  is 
actually an image registration step for retrieving the displacement field. Step (iv) entails 
the solution of what has been called the inverse elasticity problem. The shear modulus or 
the  Young  modulus  of  the  tissue,  assumed  to  be  linearly  elastic,  is  estimated  by 
minimizing the mismatch between the measures (displacement field) and the solution of 
an appropriate elasticity problem. 

The  present  work  follows  a  similar  approach  specifically  devised  for  vessel 
compliance. As a matter of fact, the specificity of vessels is that they do not need an 
externally forced deformation,  since blood pulsatility naturally induces vessel motion. 
The  latter  can  be  retrieved  from  time  frames  of  the  vessel  of  interest  and  proper 
measurements of blood velocity and pressure, once a routine 4D scan of the patient is 
available.  The methodological  drawback here is  that  the deformation is  not  known a 
priori but it is induced by blood. For this reason, the inverse problem to be solved for the 
parameter estimation is not simply an elasticity model, but a fully coupled fluid-structure 
interaction  (FSI)  system.  In  summary,  our  approach  for  estimating  compliance  is  as 
follows (see Fig. 1).
1) Retrieval of the vessel displacement  by image registration procedures on time frames 
of the vessel of interest. Registration entails by itself the solution of an inverse problem 
for  tracking  the  vessel  displacement  from  a  sequence  of  time  frames  suitably 
reconstructed ion 3D (see e.g. [2]).  
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2) Minimization  of  the  difference  between  the  vessel  displacement  and  the  
displacement computed  by  solving  the  coupled  3D  blood-vessel  problem,  to 
estimate the Young modulus. Simulations include the available data of pressure 
and/or velocity on the boundaries.

Figure 1: Scheme of the proposed approach for estimating the Young modulus.

In this talk we focus on the second step. The corresponding forward mathematical 
problem,  the  3D  fluid-structure  interaction  (FSI)  system,  has  been  considered  in 
numerical haemodynamics simulations since many years. The purpose of this talk is to 
present a preliminary analysis of the IFSI problem when the structure is assumed to be 
linearly  elastic  and  the  only  parameter  to  be  estimated  is  the  Young  modulus.  In 
particular, we discuss different approaches for tackling with IFSI problem. This is a 4D 
optimization problem. Different strategies can be followed for its solution depending on 
the order of the optimization and discretization steps. We focus on an approach where the 
original problem is first discretized in time, then the optimization step is performed. The 
well posedness of the resulting IFSI problem is analyzed. In particular, we have proved in 
[1] that a suitable formulation of the minimization process admits a solution that can be 
computed by solving the Karush-Kuhn-Tucker (KKT) system, under the assumption of a 
piecewise constant or linear in space Young modulus.

Possible numerical methods for the solution are then introduced. In this first work, 
numerical results presented refer to 2D and 2D axisymmetric test cases, where synthetic 
data (that is  obtained by a forward FSI problem) are considered,  aiming at  a general 
assessment of the methodology. An example is presented in Figure 2, for a 2D carotid 
bifurcation.
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Figure 2 – Solution of the forward fluid-structure interaction problem (left) and comparison with 
the IFSI problem solved by identification of the Young modulus (right) in a carotid bifurcation.

3. CONCLUSIONS

We present a new method for the estimation of the rigidity of vascular tissues. This is based an an  
inverse FSI problem and it is not invasive. For this reason it could be an effective technique also 
in  the  clinical  practice.  More  in  general,  the  approach  can  be  generalized  to  any  structural 
parameter related to the cardiovascular tissue and the blood flow.  
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SUMMARY 
 
This work investigates the influence of thrombus on abdominal aortic aneurysm wall stress predictions in 
inverse approach of stress analysis. By inverse stress analysis, we mean taking a pressurized geometric 
data as input to determine the wall stress.  The advantage of inverse method is of two folds: one is that it 
can take into account the unknown pre-deformation; and two, the method can maximally capitalize on the 
property of static-determinacy, therefore allowing a more reliable stress prediction for applications where 
one does not have patient-specific tissue properties. The second feature will be compromised by the 
presence of thrombus. As such, it is of interest to know the influence of thrombus on inverse stress 
predictions. An image-based AAA model is considered. The wall stress at 80mmHg blood pressure is 
computed both forwardly and inversely. The sensitivity of stress solution over a certain range of material 
parameter variation is reported. It is found that the inverse stress results are less sensitive to material 
parameters within the given range of variation.  
 
Key Words: AAA, inverse elastostatics, wall stress, thrombus. 
 

1. INTRODUCTION 
 
Abdominal aortic aneurysm (AAA) is a pathological expansion of the aorta due to gradual wall 
weakening.  AAA represents permanent localized expansions of the aorta that form between the renal 
arteries and the iliac bifurcation. Their prevalence increases with age, and progressive AAA growth will 
lead to eventual rupture. Current clinical practice is to evaluate the likelihood of rupture only on the basis 
of the maximum transverse bulge diameter, ignoring all other factors that contribute to failure. From a 
biomechanical standpoint, internal stress is the physical factor that causes wall failure. Rupture is 
expected to be increasingly likely as the wall stresses generated by blood pressure approach or exceed the 
strength of the diseased wall. Based on this,  the wall stresses distribution in AAA was submitted as an 
important indicator of  rapture[1]. Early studies commonly ignored the intraluminal thrombus (ILT) inside 
into consideration [1, 2]. Recent investigations show that intraluminal thrombus in AAAs can reduce the 
peak wall stresses to some extent, acting like an elastic cushion [3, 4]. 
 
Recently, the authors’ group utilized the inverse elastostatic method to compute AAA wall stress [5, 6]. 
This method has some advantages for patient-specific studies: For one, it can pointedly address the issue 
of unknown stress-free geometry; and two, the stress solution was found to be massively insensitive to the 
tissue properties. The second property is shown in saccular aneurysms [7].  This property is very 
important for patient-specific studies, because truly patient-specific tissue property data are unavailable, 

254



and analysis has to be based on reported population mean properties. A high insensitivity to material 
properties means a more reliable stress prediction. The goal of this work is to numerically investigate the 
sensitivity of inverse stress solution at the presence of ILT. Particularly, we are interested in the range of 
stress variation over the 95% confidence interval of the reported material parameters, and how the stress 
variation compares with the forward solution. 
 

2. METHOD AND RESULTS 
 

The AAA model was reconstructed from the abdominal CT images. The vessel wall was assumed to have 
a uniform thickness of 1.9mm. The ILT was generated using our own algorithm, assuming it fills the 
space between the luminal surface visible from CT images and a hypothetic outer wall surface. The AAA 
wall was described as an elastic shell, modeled by the inverse shell element reported in [6]. The ILT is 
described by 3D continuum element. The shell element is based on the stress-resultant description that 
contains a separate rotation field [8]. Consequently, a three-D continuum element can be directly 
connected to the shell element without compatibility issue.  Inverse algorithms for the continuum and 
shell elements were contained in [6, 9]. In the FE model, the nodes at the top and bottom cross sections 
are fixed in x, y, z directions. We assume that the reconstructed AAA with ILT model is the deformed 
state at the 80mmHg mean aortic pressure; we predicted the stress-free geometry and the stress in this 
state. 
 
The stress resultant shell describes the in-plane stretch and the flexure bending separately. The in-plane 
response is characterized a 2D version the constitutive equation specifically for AAA model is employed 
in the study:  

 ܹ ൌ ଵܫሺߙ െ ܬ݃݋2݈ െ 2ሻ ൅ ଵܫሺߚ െ 2ሻଶ                 (1) 
where W is the strain-energy density, ܫଵ ൌ ܬ , ሻܨ்ܨሺݎݐ ൌ  and (α,β,k) are material constants. For the ,ܨݐ݁݀

bending model we use ܯ ൌ
௧య

ଵଶ
॰, where t is the shell thickness, and ॰ ൌ 4

డమௐ

డ࡯డ࡯
ቚ
ୀூ࡯

 , where C is the 

Cauchy-Green tensor.  For ILT, the strain energy function was taken as [9, 10]:  
 ܹ ൌ ܿଵሺܫଵ െ ܬ݃݋2݈ െ 3ሻ ൅ ܿଶሺܫଵ െ 3ሻଶ       (2)  

where ܿଵ , ܿଶ are material parameters for the ILT.  This function is slightly modified from the one in [11], 
We set the material model (1) with the population mean material parameters ߙ ൌ 17.39ܰ/ܿ݉ଶ ߚ , ൌ
188.08ܰ/ܿ݉ଶ, and ܿଵ ൌ 2.6ܰ/ܿ݉ଶ, ܿଶ ൌ 2.6ܰ/ܿ݉ଶ  for the material model(2), the penalty parameter 
was set to ݇ ൌ 100000ܰ/ܿ݉ଶ.      
 
Fig 1 and Fig 2 show von Mises stresses at 80 mmHg arterial pressures for AAA with and without ILT in 
the image geometry by using inverse approach.  The existence of ILT reduces the wall stress of AAA in 
nearby regions, consistently with the Wang’s studies. To investigate the variation of wall stress within a 
realistic range of material parameter variation, we  performed the same analyses by changing the 
parameters α and β within the reported 95% confidence interval[10]. We also performed repetitive 
analyses using the conventional forward analysis for comparison.  We assigned α to the upper and lower 
limits in the confidence domain while keeping β fixed at the population mean, and vice versa. We 
calculated the average percentage differences in von Mises stress for both inverse and forward approach. 
Fig 3 and Fig 4 show point wise percentage differences  between the first and third sets of parameters in 
Table1, by using inverse approach and forward approach individually. The average differences of von 
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Mises stresses for five sets parameters are listed in Table 1. The stress differences vary within the 
reported 95% confidence interval are less than 2% by using inverse method, while the difference are more 
than 10% for the conventional forward method. 

                 Fig 
Fig 1 von Mises stress for AAA with ILT in the image geometry                      Fig 2 von Mises stress for AAA without ILT in the image geometry 

 
Table 1 Comparison the maximum and mean differences ሺ

∑ ௗ௜௙௙௘௥೔
೙
భ

௡
ሻof von Mises stress with the variation of material parameters 

(α, β)   ௠௔௫ (Inverse)ߪ Mean differ %(Inverse)                 ௠௔௫(Forward)ߪ   Mean differ %(Forward)         

(14.4, 188.08)  0.0847  1.58     0.0767  10.6   

(20.4, 188.08)  0.0788  1.27       0.071  3.28   

(17.4, 188.08)*  0.0812  —      0.0719   —   

(17.4, 115.20)  0.0798  0.63     0.0705  12.7   

(17.4, 261.00)  0.0823  0.48     0.0731  7.17   

 

        
      Fig 3 von Mises stress differences by inverse approach (%)                                 Fig 4  von Mises stress differences by forward approach (%)          

 
In conclusion, we examined the influence of ILT on AAA wall stress magnitude and distribution. The 
inverse approach was shown to give more reliable prediction of stress distribution of AAA in the sense 
that the stress solution is less sensitive to the material parameter variations. 
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SUMMARY

An inverse procedure is developed to estimate the arterial wall properties using the
Levenberg-Marquardt optimization algorithm. A 1D fluid-structure interaction code is
employed to test the inverse procedure. Results clearly show that the developed algo-
rithm is able to accurately predict arterial properties.

Key Words: arterial elasticity, blood flow, non-invasive, inverse property estimation.

1 INTRODUCTION

A fluid-structure interaction (FSI) based methodology is proposed for the estimation of
arterial wall elasticity. It has been long discovered that there is a direct relationship be-
tween the stiffness of arteries and risk of cardiovascular events [1, 2, 3]. A prior knowledge
of arterial wall elasticity can thus prove to be very important.

2 METHODOLOGY

The methodology employed for the arterial property estimation algorithm is broadly clas-
sified into the following stages as shown in figure 1.

Figure 1: Proposed methodology for arterial elasticity estimation.

Stage 0 deals with the real-time data acquisition via dynamic MRI (if applicable), which
captures the displacement of arteries due to distending pressure as the blood flows. Data
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acquired here acts as a benchmark against which the results of the CFD model are com-
pared. This stage is not included in the current work but is essential in establishing the
link between the human body and the CFD model.
Stage 1 constitutes the solution for the forward problem, which employs an explicit scheme
to solve the governing 1D Navier-Stokes equations applied to flow over compliant tubes.
The arterial deformation in response to the cardiac output of the heart is artificially
obtained here by the blood-flow model in terms of the nodal area. The solution procedure
also results in the nodal velocity of blood and the nodal pressure is finally evaluated using
the area and velocity values. The Locally Conservative Taylor-Galerkin method (LCG)
[4, 5] that is employed in the solution scheme helps reduce the computational effort as
it prevents the need to invert huge matrices originating from the conventional assembly
process by treating each element as a separate sub-domain with its own boundaries.
It should be noted that for the solution of the forward problem in stage 1, arterial stiffness
was assumed to be known, but in real life problems the stiffness is actually not known a
priori and its estimation is the hallmark of this work. Even though the forward problem
solution is obtained only after using stiffness as an user input, inverse property estimation
can be employed to yield the actual stiffness of arteries by making comparisons between
the model predicted and experimental data. The Levenberg Marquardt (LM) optimization
is used here. It is an iterative technique that locates a local minimum of a multivariate
function that is expressed as the sum of squares of several non-linear, real-valued func-
tions. It has been adopted in various data-fitting applications and has become a standard
technique for non-linear least squares problems.
As a starting point, an objective function incorporating just nodal areas is considered. It
is the least square error between the actual and model predicted area (nodal basis). The
objective function is expressed as,

f =
n∑

j=1
(Aj − Aj)

2

(1)

where, Aj is the actual area, Aj is the model predicted area and j corresponds the number
of nodes.
The LM algorithm operates by minimizing this objective function which in a physical sense
is equivalent to repeating the forward run in an intelligent manner until the measured
displacements equal the model predicted displacements, which would be indicative of the
fact that the current stiffness equals the actual stiffness. It must also be noted that the
experimental data here is generated by surrogate means and that no patient data is used
for the purpose of this work. The LM algorithm also requires computation of the Jacobian
and Hessian matrices (first and second order partial derivatives of area with respect to
stiffness respectively) for incrementing/decrementing β (function of Young’s Modulus) in
every iteration depending on the errors in the current and previous iteration. Analytical
evaluation is not possible and hence a numerical finite difference approximation is resorted
for, by exploiting the method of perturbations. At every iteration the stiffness values are
perturbed slightly (1% of current value) and a forward run is then executed at this value
to generate the input arguments required in the forward difference approximation.
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3 RESULTS

The proposed methodology is demonstrated to be working very well for 1D simulations
considered here. Various meshes, indicative of several healthy and diseased states of the
artery, are considered for the simulations and the errors in the actual and model predicted
nodal stiffness are found to be less than 1%. The variations of the objective function
(e lm) and β with iteration number are illustrated for two cases in the figures 2 and 3.

Figure 2: Results for an open artery with different starting values for β .

Figure 3: Results for an open artery with linearly distributed values for β .

4 CONCLUSIONS

The following conclusions were derived from the current work:

• Inverse parameter optimization is a feasible technique for material-parameter esti-
mation of human arteries.

• Non-invasive procedures can be successfully employed for determining the arterial
material properties.

• A high degree of agreement was observed between the generated data and model
predicted values obtained from the Levenberg-Marquardt optimization routine and
the error in most cases was found to be less than 1%.

• This study provides the motivation to implement non-invasive and patient-specific
arterial material property estimation in multi-dimensions (up to 4D).
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[3] Séverine Durier, Céline Fassot, Stéphane Laurent, Pierre Boutouyrie, Jean-Paul Cou-
etil, Erika Fine, Patrick Lacolley, Victor J. Dzau and Richard E. Pratt, Physiological
Genomics of Human Arteries: Quantitative Relationship Between Gene Expression
and Arterial Stiffness, Circulation, 108, 1845-1851, 2003.

[4] C. G. Thomas and P. Nithiarasu, An element-wise, locally conservative galerkin
(LCG) method for solving diffusion and convection-diffusion problems, International
Journal for Numerical Methods in Engineering, 73, 642-664, 2008.

[5] J.P. Mynard and P. Nithiarasu, A 1D arterial blood flow model incorporating ventric-
ular pressure, aortic valve and regional coronary flow using the locally conservative
Galerkin (LCG) method, Communications in Numerical Methods in Engineering, 24,
367 - 417, 2008.

[6] Sam Roweis, Levenberg-Marquardt Optimization, In
http://www.LS.nyu.edu/ roweis/notes/lm.pdf, Accessed on Aug. 17, 2010

[7] Michael J. Moulton, Lawrence L. Creswell, Ricardo L. Actis, Kent W. Myers, Michael
W. Vannier, Barna A. szab and Michael K. Pasque, An inverse approach to determin-
ing myocardial material properties, Journal of Biomechanics, 28(8), 935-948, 1995.

261



2nd  International Conference on Mathematical and Computational Biomedical Engineering – CMBE2011 
March 30 – April 1, 2011, Washington D.C., USA 

P. Nithiarasu and R. Löhner (eds) 

 
 

INTEGRATION OF ULTRASOUND COLOR DOPPLER IMAGING 
 AND NUMERICAL SIMULATION 

 
Kenichi Funamoto*, Takaumi Kato* and Toshiyuki Hayase* 

*Institute of Fluid Science, Tohoku University, 2-1-1 Katahira, Aoba-ku, Sendai  
980-8577 Japan, funamoto@reynolds.ifs.tohoku.ac.jp 

 
SUMMARY 

 
Ultrasonic-measurement-integrated (UMI) simulation, in which feedback signals are applied to 
the governing equations based on errors between ultrasound Doppler measurement and numerical 
simulation, has been investigated to reproduce hemodynamics. In this study, feasibility of UMI 
simulation of blood flows in carotid arteries was examined for advanced diagnosis of circulatory 
diseases. Feedback of errors between measured and computed Doppler velocities made the 
computational result of the UMI simulation approach the measurement data, showing 
complicated color Doppler images with velocity profiles. Hemodynamic parameters can be 
accurately evaluated by the result of UMI simulation. 
 
Key Words: Hemodynamics, measurement-integrated simulation, ultrasonic measurement. 
 
 
1. INTRODUCTION 
 
Hemodynamic stresses of wall shear stress (WSS) and pressure are the major factors for 
development and progression of circulatory diseases. Hence, accurate and detailed information of 
hemodynamics are necessary for advanced diagnosis of the diseases. Among methods to measure 
blood flow field, ultrasonic measurement is characterized by noninvasive, real-time visualization 
of hemodynamics as well as blood vessel configuration by means of color Doppler imaging. 
However, the information of blood flow in color Doppler images is limited to the one-directional 
component of the velocity vectors along the ultrasonic beam (Doppler velocity), and 
hemodynamic stresses cannot be directly obtained with the method. On the other hand, numerical 
simulation of blood flow provides information on hemodynamic stresses as well as on the blood 
flow field. Recently, fluid-structure interaction simulation enables investigation of the blood flow 
field considering blood vessel wall motion due to its elasticity. Though numerical simulation 
essentially depends on boundary and initial conditions, it is difficult to precisely set these 
conditions in the numerical simulation of in vivo complicated unsteady blood flow, resulting in a 
computational result which may be different from the real blood flow. 
Measurement-integrated (MI) simulation or flow observer, which integrates measurement and 
numerical simulation, has been proposed as a methodology to overcome individual limitations in 
measurement and computation [1]. As medical applications of MI simulation, the authors have 
proposed integration of medical measurement (ultrasonic measurement or MRI) of blood flow 
velocity and a numerical simulation to reproduce the blood flow field [2, 3]. Ultrasonic-
measurement-integrated (UMI) simulation feeds back errors between measured and computed 
Doppler velocities to the numerical simulation to make the computational result converge to the 
real flow (see Fig. 1). In our previous numerical experiments of UMI simulation [2], the 
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efficiency of the UMI simulation was revealed, and the transient and steady characteristics of the 
method were investigated. 
In this study, feasibility of UMI simulation was examined by dealing with various clinical data of 
carotid arteries with/without atherosclerosis. 
 

2. METHODS 
 
Governing equations of UMI simulation of blood flow are the Navier-Stokes equations and the 
pressure equation for incompressible and viscous fluid flow, 
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where u = (u, v, w) is the velocity vector, p is the pressure, t is time,  is the density, and  is the 
viscosity. f denotes the feedback signal at each feedback point, and it is described by the 
following equation. 
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where Kv* is the feedback gain (nondimensional), U is the characteristic velocity, L is the 
characteristic length (the entrance diameter of the blood vessel), uc and us are velocity vectors of 
the computational result and the real flow, respectively, and d (d = 1, 2, 3) is a projection 
function of a three-dimensional vector to the d-dimensional subspace generated by the vectors of 
the ultrasonic beam directions. Note that the special case with Kv* = 0 is an ordinary numerical 
simulation without feedback. The acquisition of Doppler velocity by projecting a velocity vector 
in the direction of the ultrasonic beam corresponds to the case of d = 1. For detailed descriptions 
of the projection function, d, and discretization, see our previous study [2]. All parameters are 
nondimensionalized with the characteristic values, and the above governing equations were 
solved with an original program based on an algorithm similar to the SIMPLER method. 
Computational conditions influence the result of numerical simulation. Since the exact boundary 
conditions are usually unknown, UMI simulation are carried out with simple boundary 
conditions: zero velocity on the wall, an unsteady parallel flow with a uniform/parabolic velocity 
profile at the inlet, and a free flow condition (∂/∂n = 0, n: coordinate normal to the boundary) at 
the outlet. In UMI simulation, the error due to incorrect boundary conditions is expected to be 
reduced with the aid of the above-mentioned feedback algorithm. However, in case that an 
inaccurate flow rate is applied, the numerical simulation should lead to wrong flow field even 
with the feedback process. Hence, flow rate is estimated by golden section method so as to 
minimize the summation of the absolute value of the difference of measured and computed 
Doppler velocities in the feedback domain. 
In the UMI simulation, the boundary conditions 
except for flow rate are not modified during the 
computation. By solving the above governing 
equations with feedback signals, the continuity 
equation is satisfied, but the adverse effect of 
the feedback appears in the pressure field. 
Therefore, correction of pressure field is 
necessary after convergence of each time step: 
values derived from the second term on the 
right-hand side of Eq. (2) are subtracted from 
the pressure field. 
Blood vessel shape of each carotid artery was 

Fig. 1. Schematic diagram of UMI 
simulation system. 
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extracted with the following process. Ultrasound color Doppler images and B-mode images were 
averaged in the measurement period, respectively. Moreover, and edge detection was applied for 
the time-averaged B-mode image in the vertical direction with a differentiation filter. Then, the 
two time-averaged images were superimposed and binarized. After rotating the extracted blood 
vessel shape to make the main direction of blood flow correspond to the x-direction, the 
computational grid was generated. The approximate resolutions of the computational grid was x 
= 280 m and y = 170 m, and computational time increment (time resolution of ultrasound 
color Doppler imaging) was t = 0.061 s though they change by measurement data. Feedback 
domain was set from 1/8 to 7/8 of the computational domain from the upstream, and feedback 
signals were added at each computational grid point in the feedback domain. Here, ultrasound 
color Doppler imaging inherently includes several measurement errors, namely, aliasing, wall 
filter, and lack of data. To prevent the computational accuracy of UMI simulation from 
deteriorating by those effects, significantly large feedback signals were detected as a sign of 
aliasing, and feedback signals were not added at feedback points where measured Doppler 
velocities were considered to be aliased or zero. The feedback gain, Kv

*, was increased as by 10 
from 0 to 100, and then set at 200, 500, and 1000. 
Objectives were blood flows in 67 carotid arteries with/without moderate atherosclerosis obtained 
from 13 patients. Color Doppler images were acquired with ultrasound diagnostic imaging 
equipment (LOGIQ 7, GE Healthcare Japan Corp., Japan). 
For evaluation of computational accuracy, error norm of Doppler velocity, V, was defined as 
follows: 
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where T* is five cardiac cycles in the measurement period, n and N are the index and the total 
number of monitoring points in the feedback domain M, respectively, and subscrips c and s 
respectively indicate the result of the UMI simulation and the standard solution. 
 

3. RESULTS AND DISCUSSION 
 
With the feedback gain of Kv

* ≤ 1000, the convergent results were obtained for all objectives. 
Variations of error norm of velocity vector with feedback gain in UMI simulation of blood flow 
in six representative carotid arteries are show in Fig. 2. In each case, the error rapidly decreases 
with feedback gain, and then, converges to some constant value. On the other hand, as increasing 
feedback gain, computational time monotonically increased. Compromising the computational 
accuracy and computational time, practical results are obtained with feedback gain of about 100 
in the following UMI simulations. 
Figure 3 compares examples of an ultrasound 
color Doppler image and computational 
results of UMI simulation at Kv

* = 100 and 
ordinary simulation without feedback (Kv

* = 
0) of a carotid artery. Conventional ultrasound 
color Doppler imaging provides color Doppler 
image, in which in vivo tissues are displayed 
with gray scale and flow dynamics are 
indicated with color based on Doppler 
velocities (see Fig. 3(a)). Since the Doppler 
velocity is one-directional velocity component 
of velocity vector, it does not show the 
complete flow dynamics. Actually, the image 
indicates that blood flows from left to right 
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Fig. 2. Variation of error norm of Doppler 
velocity with feedback gain. 
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with warm color. The corresponding results by UMI simulation and the ordinary simulation are 
shown in Fig. 3(b) and (c), respectively. The Doppler velocities were displayed with contour on 
measured B-mode image, and the computed velocity and WSS were displayed with vectors and 
with color bars along the vessel walls. In UMI simulation, though inaccurate velocity profile was 
applied at the upstream boundary, computational result in the feedback domain approaches the 
real blood flow owing to the feedback; computed color Doppler image becomes similar to the 
measured one for the sake of feedback (see Fig. 2(b)). Consequently, UMI simulation shows 
more complicated velocity profiles and WSS distributions than the ordinary simulation. 
With the results of UMI simulation of 67 carotid arteries, the relationship between hemodynamic 
parameters, such WSS and oscillatory shear index (OSI), and pathology was investigated. As the 
result, there exist some threshold values to distinguish healthy and diseased carotid arteries based 
on the hemodynamic parameters (results are not shown). 
For clinical use, it is desirable that UMI simulation can be performed with a computer mounted in 
ultrasonic diagnostic equipment. By optimizing the criteria of residuals for convergence with 
compromising between time and accuracy, the UMI simulation could simulate one cardiac cycle 
within several minutes with a high end PC (CPU: Intel Core2 Quad Q2450 @ 2.66 GHz 2.66 
GHz, Memory: 4.00GB, 32bit operating system). Additionally, a method to display hemodynamic 
information is being developed for better comprehension of hemodynamics.  
 

4. CONCLUSIONS 
 
The feasibility study of UMI simulation was conducted to achieve advanced diagnosis of 
circulatory diseases dealing with color Doppler images of various carotid arteries. UMI 
simulation has potential to correctly visualize hemodynamic stresses as well as blood flow field.  
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(a)                                             (b)                                              (c) 
Fig. 3. Comparison of results among (a) conventional ultrasound color Doppler imaging,  

(b) UMI simulation (Kv
* = 100), and (c) ordinary simulation (Kv

* = 0). 
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The efficient solution of optimal control and/or shape optimization problems is an open problem in
cardiovascular modelling. Since the recursive evaluation of the flow solution is required for many
possible cardiovascular configurations, strategies able to reduce the dimensionality of the problem
and the associated computational complexity need to be devised. Moreover, the possibility to
develop predictive surgery stems from numerical blood flow simulations performed in a rapid and
reliable way, often on patient-dependent geometries [1].

Efficient numerical schemes for many-query (e.g. optimization, control) and real-time (e.g. rapid
simulation, parameter identification) problems dealing with flows across domains of complex
and/or variable shape [2] are proposed. They combine a suitable low-dimensional parametriza-
tion of the cardiovascular geometry (yielding a geometrical complexity reduction) with numerical
approximation schemes based on reduced basis methods (allowing a reduction of computational
complexity).

Among existing model order reduction strategies, the reduced basis method [3, 4] represents a
very efficient tool for simulating flows in parametrized geometries, as well as for solving shape
optimization and more general inverse problems. An implementation of the reduced basis method
for viscous flows modelled by (Navier)-Stokes equations will be presented, by considering some
flexible shape parametrization techniques (such as free-form deformations [2], radial basis func-
tions, transfinite mappings) in order to deal efficiently with complex shapes. Our analysis will
focus on haemodynamics applications – such as the shape optimization of aorto-coronaric bypass
grafts [2] and the blood flow simulations in carotid artery bifurcations – and highlight suitability
and effectiveness of these model reduction techniques.
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SUMMARY

Patient-specific modeling of vascular growth and remodeling (G&R) is subject to new challenges.
First, the assumption of the existence of vascular homeostasis in normal vessels, is not easy to
implement in a vessel model built from medical images. Second, subjecting the vessel wall model
to the normal pressure often makes the configuration deviate from the original geometry obtained
from medical images. We propose a two-step optimization approach to address those issues; first,
we estimate constitutive parameters of a healthy human aorta intrinsic to the material by using
biaxial test data and a weighted nonlinear least-squares parameter estimation method; second, we
estimate the distributions of wall thickness and anisotropy using a 2-D parametrization of the ves-
sel wall surface and a global approximation scheme integrated within an optimization routine. The
numerical optimization method results in a considerable improvement in both satisfying homeo-
static condition and minimizing the deviation of geometry from the original shape based on in vivo
images.

Key Words: homeostasis, growth and remodeling, optimization, parameter estimation, patient-
specific modeling.

1 INTRODUCTION

Computational modeling of vascular adaptation using medical image-based geometries is an im-
portant step in diagnoses and treatments of vascular diseases on a patient-specific basis. However,
there are technical challenges associated with patient-specific modeling of vascular diseases. First,
a key assumption in theory of G&R is the existence of mechanical homeostasis, whereas it is not a
trivial task to prescribe the in vivo material and structural parameters (i.e. wall thickness and fiber
orientation) such that the condition of a homeostatic state is met throughout the wall. The second
challenge stems from the fact that the in vivo image is obtained under the pressure and the stress-
free configuration is not available. We address those issues by defining an inverse optimization
problem where the in vivo material parameters are estimated in two steps. First, we estimate the
constitutive parameters intrinsic to the material by fitting the ex vivo biaxial mechanical test data
of a healthy human aorta. Second, we solve an optimization problem to estimate the distributions
of the wall thickness and anisotropy such that the homeostasis is maintained while the geometry
deviates minimally from the in vivo configuration. The optimization problem is solved for a more
complex domain obtained from a healthy internal iliac artery.
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2 MAIN BODY

2.1 ESTIMATION OF CONSTITUTIVE PARAMETERS

First we estimate the constitutive parameters by fitting biaxial mechanical test data of a healthy
human aorta [1] using a weighted nonlinear least squares method described in [2]. More details
about the constitutive relations, prescribed and estimated constitutive parameters can be found in
[3]. Figure 1 shows the biaxial test profile of a healthy human aorta as well as the fitted profiles
using the estimated parameters.
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Figure 1: Stress versus stretch plots in both directions. Data (empty markers) and fitted values (filled markers) using
the estimated parameters. Different markers correspond to a different ratios of tension in both directions.

2.2 AN INVERSE OPTIMIZATION PROBLEM

Next, we estimate the distributions of wall thickness and material anisotropy using an inverse
optimization method where both the deviation of geometry from the in vivo configuration and the
deviation of stress from the homeostatic value are minimized. The objective function to minimize
is,

W =

∫
Ω ||x(h, αk)−Ximage||2dA∫

Ω ||Ximage − X̄||2dA
+ ξ

∑

i

νi
∫
Ω(σi(h, αk)− σi

h)2dA∫
Ω(σi

h)2dA
(1)

where i = m, 1, ..., k and x is the finite element (FE) solution for position vector and Ximage

is the position vector from medical image and X̄ is the geometric center of the artery. σi is a
scalar measure of stress in the direction of the constituent i obtained from the FE analysis (See
[4] for detailed explanation of the image-based FE model of the arterial wall). σi

h and νi are the
homeostatic stress and mass fraction for the constituent i. (h, αk) are the unknown wall thickness
and anisotropy, i.e. orientation of the collagen fiber k.

As a practical approach, thickness and anisotropy distributions can be approximated with a smaller
(I) number of unknown variables with associated base functions as

h(x, y, z) =
I∑

j=1

{βh
j φj(x, y, z)}, αk(x, y, z) =

I∑

j=1

{βk
j ψj(x, y, z)}, (2)

where (βh
j , βk

j ) are variables for thickness and anisotropy associated with the approximation point
j. φj(x, y, z) and ψj(x, y, z) are basis/approximation functions defined on the computational do-
main Ω. To facilitate the approximation, the computational domain (the mid-surface of the vessel
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Figure 2: Deviation of the geometry from the in vivo geometry (a) (||x −Ximage||) and the deviation of the stress
((σk − σk

h)/σk
h) from the target homeostatic stress in two helical fiber families (b, c) using optimized distributions of

thickness and anisotropy for a healthy human aorta.

wall) is parameterized by two spatial variables s and θ (the longitudinal distance and azimuthal
position) on the arterial wall (See [3] for details of the parametrization technique). Also, as a
global approximation, products of Legendre polynomials (Pm) and periodic functions (Fn) are
considered, respectively, for longitudinal and azimuthal directions as

h(s, θ) =
m=M−1,n=N−1∑

m,n=0

βh
mnPm(s)Fn(θ), αk(s, θ) =

m=M−1,n=N−1∑

m,n=0

βk
mnPm(s)Fn(θ), (3)

where M and N are, respectively, the total number of Legendre polynomials and periodic func-
tions (i.e. I = M×N ). Towards solving the optimization problem Eq.(1), values of βh

mn and βk
mn

are initially estimated such that they approximate a homogenous field of thickness and anisotropy.
Subsequently, the Nelder-Mead Simplex, as a direct search method, is utilized to minimize the
objective function until a proper stopping criterion is met. According to our parametric study,
variation of ξ can have an impact on minimizing Eq.(1) by shifting the weight between its first
and second additive parts. The optimal value appears to be ξ = 0.01 such that both parts can be
minimized simultaneously [3]. Then, we prescribe ξ = 0.01 and consider M = 6 and N = 3 for
the approximation.

2.3 RESULTS

Figure 2 shows the resulting deviation from the in vivo/image geometry (||x − Ximage||) and
the normalized deviation of stress from the homeostatic value ((σk − σk

h)/σk
h) in the direction of

helical fiber families. The consequent distributions of wall thickness and anisotropy are depicted in
Figure 3. The resulting spatial variation of anisotropy is not large although thickness considerably
varied especially on the convex and concave regions with higher values on the concave side and
lower values on the convex side. Figure 4 illustrates the resulting deviation of the geometry from
the in vivo configuration and the distributions of the wall thickness for the internal iliac artery.

3 CONCLUSIONS

This study focuses on the in vivo configuration and estimation of the associated material and ge-
ometric parameters of healthy human arteries using an inverse optimization method such that the
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Figure 3: Distributions of thickness (a) and anisotropy (b) obtained from the optimization results for a healthy human
aorta.
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Figure 4: Deviation of the geometry from the in vivo configuration (a) and distribution of thickness (b) obtained from
the optimization results for a healthy human internal iliac artery.

homeostatic condition is maintained while the deviation of geometry from the original in vivo
configuration is minimized. The results are promising to the development of patient-specific G&R
simulations especially when more experimental data as well as more accurate boundary condition
are available. Particularly, in the current method the homeostasis assumption is based on stress
whereas other hypothesis based on strain, cyclic strain, etc. can be tested provided that experi-
mental validations become available.
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SUMMARY
We present a data assimilation technique for including noisy measurements of blood flow in the
simulation of the Navier-Stokes equations. The procedure is formulated as an inverse problem
where the control variable is the pressure drop between the inflow and outflow sections of the
vessel. Numerical results prove the noise filtering properties in recovering blood velocity and

flow-related variables of medical interest.

Key Words: Computational Fluid Dynamics, Hemodynamics, Data Assimilation, Inverse Prob-
lems.

1 INTRODUCTION

Including data into numerical simulations has always been an issue of relevance in the prediction
of fluid geophysics phenomena. On the other hand, numerical methods for incompressible fluid
dynamics have recently received strong impulse from applications to the cardiovascular system.
A strong integration of data and numerical modeling is expected to bring a great benefit to the
development of mathematical and computational tools with a clinical impact. Due to advanced
and efficient techniques in biomedical imaging we can now collect a huge amount of data for
the cardiovascular system (see Figure 1) [2]; this fact enhances the integration process and opens
new challenges. Our goal is to use these - in general noisy and sparse - data to get an accurate
approximation of the blood flow in vessels of interest in order to predict physical quantities of
medical relevance. This integration process is known in literature as Data Assimilation (DA).

In this work we propose a DA technique for including noisy measurements of the blood velocity
into the simulation of the Navier-Stokes equations (NSE), which are widely accepted as a reliable
description of blood flow in large and medium sized arteries. In particular, the technique we
present is formulated as an inverse problem where we use a Discretize-then-Optimize approach
to minimize the misfit between the recovered velocity field and the data, subject to the partial
differential equations (PDE) of the state variable. The proposed procedure for the solution of this
optimization problem is a combination of two approaches: the well-known Newton linearization
of the NSE and a DA procedure for the linear Oseen problem. We present conditions on the
location of velocity measurements that guarantee the existence of a unique minimizer. Moreover,
we consider the presence of the noise on 2D non-trivial geometries, representing vessels of interest,
and its impact on non-primitive variables of medical interest such as the wall shear stress (WSS).

271



Figure 1: View of blood measured velocities in an MRI of the ascending aorta [2].

2 FORMULATION AND MAIN RESULTS

Formulation of the problem We consider the domain Ω in Rd (d = 2, 3) with inflow boundary
Γin, outflow boundary Γout and physical wall of the vessel Γwall. Variables of interest are velocity
u(x) and pressure p(x) which are assumed to obey the NSE in Ω. Also, we assume to have
velocity measures d available at some sites xmi ∈ Ω. We formulate the DA problem as an inverse
problem of the form

min
h
J (u, h) = dist(f(u(h)), d) +R(h)

s.t.

{ − ∇ · (ν∇u) + (u · ∇)u +∇p = s and ∇ · u = 0 in Ω

u = 0 on Γwall, −ν ∂u∂n + p · n = h on Γin, −ν ∂u∂n + p · n = g on Γout

(1)

where, dist(·, ·) is a proper measure of the discrepancy; R(·) is a regularization term and the
function f computes the numerical velocity in the measurements sites. Here, the boundary func-
tion h acts as control variable; in fact, we aim at finding the optimal pressure drop such that some
distance between velocity and data is minimized. Starting from the formulation for the linearized
NSE (where nonlinear convection term (u · ∇)u is replaced by (β · ∇)u, being β is a known
advection field), we present the technique for the nonlinear formulation.

Following a Discretize-then-Optimize approach (using Finite Element (FE) discretization) we
solve the following algebraic optimization problem:

min
H
J (V, H) = 1

2‖DV(H)− d‖22 + a
2‖LH‖22

s.t. SV = RT
inMinH + F.

(2)

Here,

S =

[
C + Aβ BT

B O

]
(3)

The term a
2‖LH‖22 is the discrete regularization, where L is the discretized gradient; H is the

discretization of the control variable. Also, V = [U P]T, where U and P are the discretization
of velocity and pressure. D = [Q O], where Q is the discrete operator corresponding to f in (1);
Rin is a restriction matrix which selects the degrees of freedom (DOF) of the velocity on Γin. Min

is the discretization of the mass operator restricted to inlet boundary nodes. Finally, C, Aβ and B
are the discretization of the diffusion, advection and divergence operators.
For the solution of problem (2), we use the Reduced Hessian method to solve the system necessary
conditions for optimality induced by the Lagrangian
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Figure 2: On the left, relative error versus discretization step with noise free data. On the right,
relative error versus number of noisy data.

L(V,H,Λ) =
1

2
‖DV − d‖22 +

a

2
‖LH‖22 + ΛT(SV − RT

inMinH− F); (4)

where Λ is the discrete Lagrangian multiplier. By defining Z=DS−1RT
inMin and Hr = ZTZ +

aLTL the reduced system reads: HrH = ZT(d − DS−1F). It is possible to prove that, in ab-
sence of regularization, the well-posedness of the problem is guaranteed if enough measurements
are collected on the inflow boundary (in case of FE spaces P1bubble-P1, one site per DOF is re-
quired). Since, in general, this is not verified we propose to extend available data on DOF in Γin
using interpolation (see [1]).

We extend the present technique to the NSE, using an iterative procedure that exploits the one
presented for the liner case. Given a guess for the velocity field at iteration k + 1, say Uk, we
iteratively solve

min
H

1
2‖DVk+1(Hk+1)− d‖22 + a

2‖LHk+1‖22

s.t. SkVk+1 = RT
inMinHk+1 + Fk

(5)

until ‖Uk −Uk+1‖ < δ (a user defined tolerance). Here, Sk and Fk depend on Uk, which plays
the role of a known advection field.

Numerical results Several numerical tests cases conducted on analytical solutions validate our
procedure as a consistent DA method in case of noise free data and as a noise filtering procedure
in case of noisy data. In particular, assimilating non-noisy data we recover the FE solution for
the NSE; this is confirmed by convergence tests of the discretization error with respect to the dis-
cretization step (see [1] and Figure 2, left). In case of noisy data, the analysis of the discretization
error highlights the filtering properties. The error decreases as more data are available (see [1]
and Figure 2, right) and the sample mean of the computed velocities for increasing realizations of
noise converges to the noise free solution. Also, the interpolation technique proves to be compet-
itive with the common Tikhonov regularization in terms of accuracy and to be much cheaper in
terms of computational time.
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Figure 3: Left: actual data used in the DA process (original, in black, and interpolated). Center:
magnitude of the velocity vector field. Right: detail of the vorticity map.

Performing DA on 2D geometries approximating vessels of interest allows to recover accurate
velocity fields and flow related variables of medical interest such as the WSS. In Figure 3 we
report the results of the assimilation procedure performed on a 2D approximation of a carotid
artery. Velocity data, on the left, are generated adding noise to an available reference solution;
sparse data on the inflow boundary (not satisfying well-posedness conditions) are interpolated
using a piece-wise linear interpolating function. We also report the velocity profile (center) and the
vorticity map (right), the latter features the typical vortexes in the carotid bulb, the region medical
doctors are mostly interested in. A comparison of the recovered WSS with a reference solution
highlights the filtering properties of the present procedure as opposed to current clinical methods
of WSS estimation. Such methods compute the WSS from noisy data only, getting inaccurate
results, not suitable for guiding early intervention.

3 CONCLUSIONS

On the basis of a DA procedure for linear problems we developed an efficient algorithm for the
integration of noisy data and the numerical simulation of the steady NSE. As expected, the noise
affects both the accuracy of the solution and the efficiency of the procedure. Also, data location
plays a fundamental role in the well-conditioning of the formulation: numerical tests proved that
both regularization and a suitable measurements distribution might improve the spectral proper-
ties of the problem. From these promising results, a natural extension of the formulation to the
unsteady case is anticipated to be of great relevance in the accuracy of computations and data
acquisition in time.
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SUMMARY

Medical imaging data is increasingly getting interest not only for patient specific geometry
generation, but also for estimating uncertain parameters of the governing equations. However,

parameter estimation in dynamical systems coming, e.g., from the discretization of partial
differential equations requires not only efficient numerical methods but also to reduce other

uncertainties coming from the modeling and discretization errors and initial condition. This is
called in the literaturestate estimation[1].

A popular fashion to perform state estimation is by means of sequential approaches, e.g. optimal
Kalman filters. Even though we can formulate fully-discrete fluid-structure interaction problems
in a Kalman filter way, it becomes intractable on large distributed parameter systems. Therefore,
we also apply and analyze the performance of physical filters (e.g., Luenberger observers [2]) -

successfully applied in solid mechanics [3,4,5] - in the fluid-structure system under
physiological conditions. We will also discuss the inclusion of velocity and pressure

measurements in the fluid in improve the estimation results.

Key Words: fluid-structure interaction, medical imaging, data assimilation, Luenberger ob-
servers
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SUMMARY 

 
A strategy for solving hemodynamic inverse problems was developed and applied to pulmonary 
arterial models with unilateral stenoses.  Parameter values in four-element windkessel outflow 
boundary conditions were related to the impedance spectra of morphometry-based pulmonary 
arterial networks with linearized wave propagation solutions.  Three-dimensional models with 
increasing mesh densities were approximated by their intrinsic impedances in lumped-parameter 
models.  These surrogates were used in the tuning process.  Preliminary results showed 
reasonable agreement with previous one-dimensional models. 
 
Key Words: Blood flow, patient-specific, optimization, inverse problems, morphometry, 
impedance. 
 
 
1. INTRODUCTION 
 
Computational models utilized for studies of the cardiovascular system must be able to reproduce 
characteristics of measured hemodynamics prior to biomechanical analysis and prediction of 
treatment outcomes.  The prohibitive computational expense of realistic simulations has 
motivated efforts to develop efficient methods to solve the related inverse problems.  We have 
previously described iterative procedures for tuning morphometry-based arterial networks 
downstream of nonlinear one-dimensional patient-specific pulmonary arterial models to match 
measured mean pressure and flow.[1]  We have more recently described tuning of three-
dimensional models coupled to lumped-parameter models.[2]  Both of these studies relied on 
quasi-Newton methods, which iteratively update affine approximations of the objective residuals 
to find parameter values for which these residuals vanish.  In the present study, we instead 
updated a reduced-order model to be consistent with the results of the most recent multidomain 
simulation by determining the intrinsic impedances of the flow pathways through the three-
dimensional model.[3]  This surrogate for the more detailed model was then tuned to find the next 
approximation to the inverse problem’s solution. 
 
2. MAIN BODY 
 
Geometric models of the pulmonary arteries of a pig and a patient with repaired tetralogy of 
Fallot were generated from magnetic resonance angiograms using custom software.[4]  
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Simulations of blood flow were performed by solving the unsteady Navier-Stokes equations 
governing flow of an incompressible, Newtonian fluid using a stabilized finite element method 
with linear, tetrahedral elements.[5,6]  The arterial walls for these three-dimensional models were 
assumed to be rigid.  Velocities were prescribed at the inlet of the model based on Womersley’s 
analytical solution for periodic, fully-developed flow in rigid, circular cylinders and flow 
waveforms from phase-contrast MR velocimetry measurements.  Convolution-based impedance 
boundary conditions were applied at the outlets using a coupled multidomain method.[6]  Sets of 
possible hemodynamic impedance spectra were determined by constructing morphometry-based 
arterial networks to represent possible downstream vasculature[1,8] and calculating impedance 
through linearized wave propagation analysis based on Womersley’s analytical solution for 
periodic, fully-developed flow in elastic, longitudinally-constrained tubes[9].  Four-element 
windkessel models were then fit to the impedance spectra to characterize the wave propagation 
solution.  A study of the relationship between diameters and resistances of morphometry-based 
tree vessels revealed a trend of resistance being approximately proportional to the diameter raised 
to the power -2.50.  Exponents for such trends in the remaining windkessel parameter values were 
also determined.  The choice of morphometry-based trees for the outlets of the image-based 
model were made based on their cross-sectional area and the solution of the inverse problem of 
producing the measured mean values of flows to each lung and main pulmonary arterial pressure.  
It was initially assumed that the image-based arterial domain would present no impedance, 
reducing the surrogate model to the outflow boundary conditions in parallel.  A coarse mesh was 
used for the initial multidomain model.  The results of each simulation yielded intrinsic 
impedance spectra for the pathways from the inlet of the image-based model to each outlet.  
These intrinsic impedances were then placed in series with the outflow boundary conditions in 
updated reduced-order surrogate models.  The inverse problem was solved with each updated 
surrogate by finding morphometry-based windkessel outflow boundary conditions for the 
multidomain model based on an adjustment of the constant in the resistance vs. diameter trend 
mentioned previously.  Through this iterative process, the reduced-order surrogates increasingly 
approximated the behavior of the multidomain models near the solution of the inverse problem.  
When a solution was reached within given tolerances for a computational mesh, the mesh was 
refined to capture more detailed flow features.  In an effort to rapidly achieve a steady state in the 
multidomain simulation, the reduced-order surrogates were also used to help choose a time point 
in the cardiac cycle when an initiating steady flow simulation would best approximate the 
pulsatile solution. 
 
A pig experiment was conducted in which a stenosis was surgically created in the right 
pulmonary artery for one flow state and absent for the other measurement.  For the model with 
the stenosis, the regions of complex flow were more highly resolved than other regions, but the 
meshes were fairly coarse, so the results reported here should be considered preliminary.  The 
numbers of elements were 150,445 for the first mesh, 302,169 for the second mesh, and 415,613 
for the final mesh.  For the model without the stenosis, less refinement was used in the region of 
the stenosis.  The numbers of elements for this model were 86,629 for the first mesh, 168,080 for 
the second mesh, and 372,192 for the final mesh.  Updating the intrinsic impedance within the 
reduced-order surrogate model and adjusting the morphometry-based four-element windkessels 
successfully tuned the mean pressure in the main pulmonary artery and the flow split.  The initial 
reduced-order model’s assumption of no intrinsic impedance led to an initial mean pressure in the 
main pulmonary artery on the coarsest mesh that was 8.25 mmHg higher than measured and a 
flow fraction to the stenotic lung of 10.8%, which was lower than the measured 14.9%.  A total of 
4 simulations on the first stenotic mesh, 3 simulations on the second, and 2 simulations on the 
final mesh were needed to satisfy the tolerances of 0.1 mmHg for the mean pressure and 0.5% for 
the flow split. 
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When the anatomic model was updated to match the measured arterial geometry without the 
stenosis, the mean pressure in the main pulmonary artery dropped to 22.4 mmHg, closer to the 
measured 23.9 mmHg than the 20.6 mmHg found previously with a 1D multidomain model[1].  
The flow fraction to the lung with the stenosis removed was 34.5% in the present model, only 
slightly more distant from the measured 42.5% than the predicted 36.4% of the 1D model. 
 
The geometry of the patient with repaired tetralogy of Fallot was also compared to a previous 1D 
model.  The 3D model was tuned such that the mean pressure in the main pulmonary artery 
matched that of the 1D model.  For the 3D model with the patient-specific stenotic arterial 
geometry, the numbers of elements were 144,612 for the first mesh, 251,555 for the second mesh, 
and 639,507 for the final mesh.  Tolerances were loose enough that the intrinsic impedances of 
the first simulations on each of the first and second meshes were used to determine the intrinsic 
impedances for their following meshes.  The final stenotic mesh had a mean pressure that was 
0.03 mmHg below the 1D simulation’s.  For a modified model simulating a surgical repair, the 
numbers of elements for this model were 143,509 for the first mesh, 253,326 for the second mesh, 
and 644,072 for the final mesh.  The simulated surgical repair for the 3D model lowered the mean 
pressure in the main pulmonary artery by 0.24 mmHg and increased the flow fraction in the 
repaired lung from 28.5% to 30.2%, and these are similar to previous 1D model results[1]. 
 
3. CONCLUSIONS 
 
These multidomain pulmonary hemodynamic simulations demonstrate a novel tuning approach 
using a reduced-order surrogate model that approximates the behavior of the entire multidomain 
model to match measured mean pulmonary arterial pressure and flow split.  This tuning approach 
converged to a fixed point at which the intrinsic impedance of the 3D portion of the multidomain 
model was approximated within the surrogate.  Results from this model showed reasonable 
agreement with previous 1D models, which had several important limitations.  An empirical 
model for the energy losses due to stenoses was used in the 1D multidomain model; the data set 
for this model was collected using steady flow and idealized geometry, neither of which have 
been fully validated for approximation of pulsatile flow in patient-specific stenotic geometries.  
The results of these examples demonstrate the potential clinical value of treatment outcome 
predictions.  Future work will focus on application of the strategy demonstrated here for solving 
hemodynamic inverse problems to models incorporating more cardiovascular characteristics. 
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1 INTRODUCTION

By Biomechanical Imaging (BMI) we refer to all techniques and algorithms that go into generating
images of mechanical properties of tissue in-vivo [1]. The resolution of these images is of the order
of a millimeter and their size is a few centimeters.

2 MAIN BODY

Tissue pathology directly influences its microstructure and the microstructure in turn determines
the macroscopic properties of tissue. By imaging these macroscopic properties in-vivo, biome-
chanical imaging offers a window into both tissue microstructure and tissue biology. This makes
it useful in differentiating types of tissue and in aiding studies in mechanobiology. Current ap-
plications of BMI include detection, diagnosis and treatment monitoring of breast and prostate
cancer, liver cirrhosis, atherosclerosis and thrombosis, and surgical planning.

Most approaches (and there are many) include the following steps: (1) image the tissue using
standard imaging modality such as ultrasound; (2) deform the tissue, using gentle compression for
example; (3) acquire another image in this deformed state; (4) using undeformed and deformed
images determine the intervening displacement field everywhere in the imaging volume; (5) using
the measured displacement field solve an inverse problem to create images of mechanical proper-
ties everywhere in the imaging volume.

We have developed novel, robust and efficient algorithms to solve the inverse problem of deter-
mining distributions of mechanical properties from displacement measurements. We have also
developed macroscopic mechanical models of tissue that are informed by its microstructure. In
this talk I will focus on algorithms for creating images of linear and nonlinear elastic and poroe-
lastic properties. The former provide information about the arrangement of collagen fiber bundles
in breast tissue, while the latter provide information about the leakiness and the density of the
microvasculature. Both have the potential of being used to detect diagnose and monitor the pro-
gression/regression of breast cancer.
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SUMMARY 
 
We present an analysis of four different algorithms used to register plantar pressure images: a first 
one based on the matching of the external contours of the feet, a second algorithm based on the 
technique of phase correlation, a third one based on the direct optimization of the cross-correlation 
(CC) and using the Fourier transform, and a fourth and last algorithm that is based on the iterative 
optimization of an intensity (dis)similarity measure. In terms of accuracy, the later algorithm 
achieved the best registration results; on the other hand, the algorithm based on the matching of 
contours was the fastest, but its accuracy was inferior to the accuracy of the remaining algorithms. 
 
 
Key Words: Pedobarography, Matching, Optimization, Cross-correlation, Fourier transform. 
 
 
1. INTRODUCTION 
 
Plantar pressure distribution provides significant information for clinicians and researchers about 
the structure and function of the foot and general mechanics of gait. It is, therefore, extremely 
helpful in the diagnosis of foot complaints, development of footwear [1] and to obtain useful 
information for gait analysis, just to mention some few examples. In fact, plantar pressure 
distribution allows the comparison of the loads in the limb, either between injured and non-injured 
or pre- and post-traumatic or -operative states, enables the comparisons between patients and 
control groups and provides detailed and specific information on each region of contact [2]. There 
are a number of different techniques to access the relevant pressure distribution, and, in the major 
part of them, the pedobarographic data can be converted into a discrete rectangular array. Therefore, 
techniques of image processing and analysis can be directly used on the converted data to aid both 
clinicians and researchers in order to obtain pertinent clinical information. 
Image registration, the process of optimally aligning homologous structures represented in images, 
is demanded by clinicians and researchers, as some usual clinical tasks such as, cases comparison, 
identification of the main plantar pressure areas and classification of the foot type, can be easier 
attained. In addition, pedobarographic image registration supports pixel-level statistics, which 
makes possible the extraction of biomechanically-relevant information more effectively than 
traditional regional techniques [3]. 
Several studies on the registration of pedobarographic images have been developed; for example, 
using principal axes transformation [4], modal matching [5, 6], principal axes combined with 
steepest descent gradient search [7], optimization with evolutionary algorithms [8], based on foot 
size and progression angle [9], contours matching [10], optimization of the cross-correlation (CC) 
computed in the frequency domain [11], phase correlation [11], and optimization of an image 
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(dis)similarity measure using an iterative scheme [12]. In this work, the later four methodologies are 
studied; thus, their fundamentals are introduced and a discussion about their results is presented. 
 
2. METHODS 
 
2.1 Registration based on the matching of contours’ points 
 

The registration algorithm presented in [10] is based on the matching of the external contours of the 
feet represented in the input images, and can be described in the following steps (Figure 1): 1) 
extraction of the external contours; 2) computation of an affinity matrix between the contours’ 
points; 3) searching for the best matching by minimizing the sum of the affinities; 4) computation of 
the geometric transformation that best register the matched points; 5) registration of the input 
images considering the transformation computed. 
 

 
Figure 1: Matching the contours of two input images: on the left, two images to be registered; on the 

middle, extracted contours after a sampling process; and on the right, the matching found. 
 
2.2 Registration based on the technique of phase correlation 
 

The technique of phase correlation is based on the shift property of the Fourier transform; that is, a 
shift of a function in the space domain is represented by a shift on its phase when the function is 
represented in the frequency domain. 
Let us consider two images, f and g, and their Fourier transforms, F and G, respectively, and 
suppose that    00 ,, yyxxfyxg  ; thus, according to the shift property [13], we can get: 

     002,, vyuxievuFvuG   .    (1) 
Then, by computing the cross-power, we have: 

   
   

 002
*

*

,,
,, vyuxie
vuGvuF

vuGvuF   ,    (2) 

where *G  represents the complex conjugate of G. 
By computing the inverse of the Fourier transform of the cross-power, a Dirac δ-distribution 
centered at  00 , yx  is achieved. Therefore, the coordinates of the Dirac pulse indicate the optimal 
integer shift. 
The aforementioned procedure allows the determination of the shift, but requires that the scale and 
rotation are known. To obtain the required values, first the spectrums of both images are built and 
converted into the log-polar coordinate system. Then, by determining the shift between the log-
polar spectrums using the phase correlation, the scale and rotation can be known [11]. 
 
2.3 Registration based on the optimization of an image intensity (dis)similarity measure 
 

This family of registration methodologies is based on the optimization of an image (dis)similarity 
measure related to the pixels’ intensities. Thus, the geometric transformation that optimizes the 
(dis)similarity measure considered is then used to register the input images. 
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A two-step approach is considered in [12] to optimize the (dis)similarity measure adopted: in the 
begin, is determined a pre-registration; afterwards, in the second step, the optimization algorithm 
starts from the pre-registration solution searching iteratively for the geometric transformation that 
optimizes the adopted (dis)similarity measure. In that framework, for the pre-registration the user 
can choose the matching of the represented contours [10], the correlation of the images’ phases or 
the cross-correlation of the input images [11]. Additionally, the Powell's method is adopted in the 
optimization process of the second step, taking into account one of the following (dis)similarity 
measures: the mean squared error (MSE), the mutual information (MI) or one based on the 
exclusive-or (XOR) [8]. 
In [12] the (dis)similarity measures are optimized using an iterative optimization algorithm. 
However, as shown in [11], for the CC and sum of the squared differences (SSD) (dis)similarity 
measures, the optimal integer shift, scaling and rotation values can be obtained directly by using the 
Fourier transform and convolution theorem. Let us consider two images, f and g, and their CC in 
function of a shift, a: 

      
i

fg aigifaCC .     (3) 

By the convolution definition, one have: 
        agfiagifa

i
fg CC ,    (4) 

where    igig   and   represents the convolution. Then, from the convolution theorem, one can 
obtain: 

     gfkgf FFF  ,     (5) 
where F  represents the Fourier transform and k is a constant that depends on the specific Fourier 
transform normalization. 
Therefore, computing the inverse of the Fourier transform (using, for instance, the inverse fast 
Fourier transform (IFFT)) of the product in Equation (5), the correlation can be obtained for all 
shifts. Then, the coordinates of the point that has the higher value represents the desired integer 
optimal shift. On the other hand, to achieve the optimal scaling and rotation values, a procedure 
similar to the one refereed in section 2.2 can be used. 
To directly obtain the similarity geometric transformation, that is, the scaling, rotation and shift 
values, which optimizes the SSD, a procedure similar to the one used to optimize the CC is 
employed [11]. 
 
3. DISCUSSION 
 
All introduced algorithms were tested on a dataset consisting of 30 pairs of peak pressure images of 
45×63 pixels, collected at 500 Hz using a 0.5 m Footscan system (RSscan, Olen, Belgium). 
From the experimental results [10-12], we can point out the following conclusions. All algorithms 
revealed high accuracy, speed and noise robustness, being the most accurate the one presented in 
[12] that is based on a two-steps registration scheme and iterative optimization. This result was 
expected, since the second step of this algorithm starts from the pre-registration obtained by one of 
the remains algorithms. 
In respect to the image (dis)similarity measure used in the algorithm presented in [12], when a 
known control geometric transformations were used to assess the registration accuracy, the best 
results were obtained by minimizing the MSE, being the associated residual error (RE) always 
inferior to 10-4 mm. However, very good results were also obtained when the MI was minimized 
(RE < 0.015 mm), and suitable results were obtained when the CC was directly maximized (0.041 
mm) [12]. Considering the same known control geometric transformations, but after adding 
Gaussian noise, with a signal to noise ratio (SNR) between 1.5 and 3.5, to the images to be register, 
the maximum RE remained very low (< 0.4 mm) [12]. 
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Finally, the processing time was always very low for the four algorithms, which were implemented 
in C++ and tested on a notebook PC with an AMD Turion64 2.0 GHz microprocessor and 1.0GB of 
RAM. The fastest algorithm was the one based on the matching of the represented contours (around 
25 ms per image pair), and the slowest was the algorithm based on the two-steps registration 
scheme (around 70 ms) [12]. 
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SUMMARY 
 
 
Key Words: Platform switching, dental implants, finite element. 
 
 
1. INTRODUCTION 
 
Histologic and radiographic observations suggest that a biologic dimension of hard and soft 
tissues around dental implants extends apically from the implant-abutment interface [1]. The 
stress and strain distribution developed on this surrounding bone is the main mechanical reason 
for failure of many implants. In fact, although clinical studies have revealed that dental implants 
placed in the jawbone regions with lower density have higher chances of failing than the implants 
paced at regions with higher bone density [2], the process of bone remodeling is heavily 
influenced by the mechanical loading conditions. 
From the clinical point of view, implant failures are mostly related to crestal bone loss [3] that is 
mainly contributed by two factors: the first is associated with peri-implantitis and the second one 
is related with the occlusal overload on the dental implant. Both factors can be affected by the 
design of the dental implant, as such as the implant diameter, length and shape [4]. In 1991, 
Implant Innovations introduced wide-diameter implants with matching wide-diameter platforms. 
When introduced, however, matching-diameter prosthetic components were not available, and 
many of the early 5.0- and 6.0-mm-wide implants received "standard"-diameter (4.1-mm) healing 
abutments and were restored with "standard"-diameter (4.1-mm) prosthetic components [1]. 
Long-term radiographic follow-up of these "platform-switched" (PS) restored wide-diameter 
dental implants have demonstrated a smaller than expected vertical change in the crestal bone 
height around these implants than is typically observed around implants restored conventionally 
with prosthetic components of matching diameters. The biomechanical rationale for this 
phenomena is addressed by Yashinobu et al. [5].  in a 3D finite element analysis, were they have 
concluded that PS abutment configuration has the biomechanical advantage of shifting the stress 
concentration area away from the cervical bone–implant interface. These models however were 
very simplified and did not consider the clinical situation on how marginal bone stability can be 
influenced by different bone qualities around implants restored with Standard or PS abutments. In 
this paper a special attention will be given to these clinical situations and the finite element 
models produced have the advantage of being validated with clinical data. 
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2. METHODOLOGY, RESULTS AND CONCLUSIONS 
 
The use of the finite element method is the most common technique to represent the deformation 
of flexible bodies. Thus, several finite element models have been used to investigate the stress 
and strain distribution developed in the surrounding bone. In this paper a Camelog [ref.] dental 
implant is used to compare the strain and stress levels around the peri-implant region. Different 
material properties are used at the cortical and at the cancellous bones as well as at the bone 
implant interface. The finite element models of the standard and of the platform switched 
prosthetic components are different according the Camelog models. All the models are loaded 
assuming that the occlusal loads are applied to the teeth at a certain angle along both the sagittal 
and the coronal planes.  
Some preliminary results show: 1) PS configuration has the biomechanical advantage of shifting 
the stress concentration area away from the cervical bone–implant interface. 
2) •PS configuration did not influence Stress distribution on Peri-implant trabecular bone. 
3 )PS configuration may also be an advantage in implant sites with a reduced thickness of 
marginal cortical bone (Type III), than in sites of better bone quality (type II), according to the 
Lekhlom & Zarb, 1985, classification [6]. 
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SUMMARY 
 
With finite element method and scanning technology seeing increased use in active research areas such as 
biomechanics, there is an emerging need for high-fidelity geometric modeling and quality mesh 
generation of the spatially realistic domains that are being studied.  In images obtained from various 
scanning techniques like CT/MRI, the domain of focus often possesses heterogeneous materials and/or 
functionally different properties.  For each of the partitioned material regions, high fidelity geometric 
models and quality meshes are needed, with meshes conforming at the material boundaries.  Although 
there have been tremendous progresses in the area of surface reconstruction and 3D geometric modeling, 
it still remains a challenge to generate desirable models for such complicated domains. 
 
I will present challenges in this research area along with details of meshing pipelines, especially octree-
based algorithms to extract adaptive and quality 2D (triangular or quadrilateral) and 3D (tetrahedral or 
hexahedral) meshes of volumetric domains, conforming to boundaries defined as level sets of a scalar 
function on the domain. Guaranteed-quality all-quadrilateral meshing, feature preservation, and automatic 
meshing for multi-material domains will be discussed. Besides piecewise-linear element meshes, a 
skeleton-based sweeping method was developed to construct hexahedral solid NURBS for blood vessels 
from imaging data, then a wavelets-based scheme is used to simplify and fair the NURBS surface with 
continuity preservation, especially at the interface shared by multiple patches.  Recently we also 
developed a novel method to convert any unstructured quadrilateral meshes to T-Spline surfaces. In this 
talk, I will additionally present several applications of our meshing schemes. 
 
Key Words: Geometric modeling, mesh generation, scanned images, heterogeneous domain. 
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SUMMARY 

 
Artifacts, such as intensity inhomogeneity (IIH), poor contrast and noise are often encountered in 

magnetic resonance imaging (MRI), which result in negative effects for automatic image 

segmentation and registration. In order to improve the quality of MRI, we propose an integrated 

preprocessing algorithm based on curvelet transform for IIH correction and local enhancement of 

edges. We decompose images by curvelet transform and then use the coarsest curvelet 

coefficients to reconstruct the images, which is treated as the estimation of bias field in IIH 

correction. In the phase of local image enhancement, we firstly compose feature vectors by 

curvelet coefficients and utilize Fuzzy C-means (FCM) clustering to classify pixels into three 

categories: edge, noise and smooth components. Then different enhancement strategies are 

implemented in different regions. The proposed method performs sharp edges between tissues 

and smoother within a particular tissue area, which is helpful to increase the accuracy of image 

segmentation or registration. 

 

Key Words: intensity inhomogeneity; local image enhancement; denoising; curvelet transform; 

feature extraction 

 

 

1. INTRODUCTION 
 

MRI is usually accompanied with artifacts such as IIH, poor contrast and noise, which may 

hamper the accuracy of automatic segmentation and registration algorithm. IIH consists in slow 

nonanatomical intensity variations across images, which is generally considered as an interaction 

between IIH-free image and the multiplicative bias field. The most three popular mathematical 

models for IIH description are low-frequency model, hypersurface model and statistical model [1]. 

Lin et al. [2] successfully extended the low-frequency method by wavelet transform to remove 

IIH. Compared to hypersurface and statistical methods, wavelet-based methods have special 

advantages such as multi-resolution analysis and simplicity in computation. On the other hand, 

the quality of image can also be improved by enhancement. Methods for enhancement have been 

developed from hard or soft thresholding function with fixed threshold value in spatial domain to 

adaptive nonlinear thresholding functions in transform domain. Most of the methods apply 

uniform enhancement function to the whole image globally, which inevitably blurred the edge or 

magnified the noise. Thus, our motivation is to propose a new strategy for local enhancement to 

avoid this embarrassment, which will apply different enhancement functions in different regions 

to sharpen edges while depressing noise. 
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Curvelet transform proposed by Candès and Donoho [3], is one of geometric/directional wavelets 

which splits the whole frequency domain into multi-scales and multi-directions. Curvelet 

transform can represent edges more effective than wavelets. Detailed derivation and recent 

applications of curvelets can be found in [4]. In this paper, we propose an integrated 

preprocessing method based on the curvelet transform to correct IIH, extract features and 

implement the local image enhancement. The results show that the IIH artifact can be well 

removed and the feature extraction method is effective for classifying edges, noises and pixels in 

smooth area. The contrast can be increased by utilizing the local-enhancement method. 

 

2. METHOD 
 

IIH can be defined as  where  is the original image,  

represents the bias field,  is noise and  is the IIH image. In the first phase of this paper, 

we focus on the estimation of . We combine the method in [2] and curvelet transform to 

correct IIH. We apply an iterative procedure to estimate the bias field, which includes curvelet 

decomposition of IIH image, reconstructing an image by coefficients at the coarsest scale as the 

raw estimation of bias field and the most value projection (MVP) process to keep high gray value 

on the boundary [2]. The collected image is divided by the estimation of bias field to obtain the 

final IIH-free image. Here, for images with size of m*n, the level of curvelet decomposition is 

calculated by 

 

.                                            (1) 

 

In the second phase, we construct feature vectors of pixels for classification. Considering 

boundaries have more obvious directional character than noises do, it can be supposed that 

boundaries present big curvelet coefficients in certain few directions and small coefficients in 

other directions. On the contrary, coefficients of noises at fine scales do not differ widely from 

direction to direction. In addition, energies of coefficients of edges and noises almost concentrate 

on fine scales and coefficients between scales of meaningful signals have high correlation. Based 

on the assumptions above, we utilize curvelet coefficients at the finest (s
th
) and the second finest 

(s-1
th
) scale to compose feature vectors. Let  denote the feature vector of k

th
 pixel in the 

image, where q is the dimension of the desired feature space. Here, q is defined as , 

where d denotes the number of directions at s-1
th
 scale. Then the feature vectors can be 

constructed by two steps. 1) If s
th
 scale and s-1

th
 scale have the same number of directions, then t

th
 

‗eigenvalue‘ of  can be calculated by 

 

                                       (2) 

 

where  is the corresponding curvelet coefficient of k
th
 pixel at s

th
 scale and t

th
 direction. 

Otherwise, if numbers of directions at two scales are different, the eigenvalue is calculated by 

  

                   (3) 

 

Then reshape  in a descending order and apply the normalization to the front 

d eigenvalues of all pixles in the image as a whole. 2) In order to emphasis the gradients of the 

first d eigenvalues, we define the last  eigenvalues as 

 

291



.                                       (4) 

 

Then we normalize the last  eigenvalues of all pixles to construct the feature vectors. Finally 

FCM [5] is applied to classify the image into edge, noise and flat areas. 

 
We locally utilize different enhancement strategies in different regions. At the s

th
 scale in curvelet 

domain, we apply soft thresholding to denoise in flat area. At the s-1
th
 scale, we apply adaptive 

enhancement method shown in Eq. 5 to edge area. At the 3
rd

 scale, Eq. 5 is used in flat area to 

increase the contrast between different tissues. In the experiments, we apply Otsu threshold [6] to 

judge the belonging of pixels in classification results of edge or flat areas, and then categorize the 

rest pixels into weak edge and noise group. The adaptive enhancement function is 

 

                        (5) 

 

where , , and 

. C is the set of coefficients at certain scale and direction. u denotes the 

parameter for controlling the extent of enhancement which is generally between 5 to 20. The 

threshold T is defined by VisuShrink method [7]:   

 

                                                          (6) 

 

where  and N is the number of coefficients in C. 

 

3. RESULT 
 

The material is a T1-weighted abdominal cross section MRI, which is acquired in a Siemens MR 

scanner with the magnetic field strength of 1.5 Tesla. The size of the image is 384*384 with 

pixel‘s scale of 0.78*0.78 mm
2
.  

 

Figure 1 shows the results of IIH correction and local enhancement.  With the correction of 

intensity distribution, the MRI image becomes more homogenous. Furthermore, the enhanced 

image shows less noises and sharper boundaries. Figure 2 shows the classification results. 

Generally, strong linear features in the image can easily be detected while some weak edges such 

as boundaries of the kidney and bowel are not able to be distinguished from noises. Figure 3 

offers details of images. Through the gradient image, we can find out that the right image has 

much more bright pixels than the left on, which means the boundary becomes sharper after 

enhancement. In addition, within vertebra and kidney region, noises are well depressed by our 

method. 

 

 
Figure 1. Original image (left), IIH corrected image (middle) and locally enhanced image (right). 
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Figure 2. Classification results (from left to right: edge, noise and flat area). 

 

 
Figure 3. From left to right: closeup of Fig.1 (middle) and Fig.1 (right), and their gradient maps. 

 

4. CONCLUSION 
 

We present an integrated image preprocessing method based on curvelet transform for IIH 

correction and local enhancement. The results show good performance of the proposed method 

for recovery of IIH-free images with edge enhancement. In next work, we will apply the method 

to MRI image registration. 
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SUMMARY 
 
Key Words: Image Registration, Biomechanical Imaging, Ultrasound Imaging, Speckle Tracking. 
 
 
1. Introduction 
 

Fundamental to the process of elasticity imaging is the ability to measure physically accurate 
displacements from image sets of deforming tissues.  For ultrasound (US) imaging, the high 
resolution of the images in the direction of sound propagation can yield very accurate estimates of 
the displacement component in that direction using standard cross correlation based, block-
matching methods [1].  However, accurate estimates of the full displacement vector remain a 
challenge, due to the lower frequency image variation in both the lateral and elevational image 
dimensions.  In an effort to improve the accuracy of the displacement vector field in US imaging, 
we propose utilizing a priori expectations of the measurements. To that end, we have framed the 
measurement problem as a global image registration problem. This also allows us to extend the 
use of the techniques of elasticity imaging to other imaging modalities. 

The fundamental assumption of our technique is that the underlying tissue deformation 
between two or more images in a deformation sequence is equal to the warping that aligns the 
images. The registration is performed as an optimization where we minimize the integrated, 
squared intensity difference of image pairs as a function of that warping.  The a priori 
information is included as additional penalty terms on the optimization functional.  The functional 
of this minimization is: 

 

€ 

π[u(x)] =
1
2

(I1(x) − I2(x + u(x))
Ω

∫
2
dΩ+ R[u(x)]. (1) 

Here, u(x) is the desired image warping, or deformation, I1(x) and I2(x) are the reference and 
post-deformation images of a sequence, respectively, and R is the term, or terms, used to penalize 
variations from our a priori expectations.  The functional is minimized via Gauss-Newton’s 
method. 

The primary a priori information used in the reconstruction is that of smoothness in the 
displacement vector field. The R term that reflects this assumption is a regularization penalty on 
non-zero magnitudes of the displacement gradient tensor.  The second type of a priori 
information considered is that of material incompressibility, which assumes that the divergence of 
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the deformation field is small. The use of this constraint is only relevant for applications of two 
dimensional plane strain and 3D problems (i.e. 3D image registration). 
 
2. Methods and Results 
 

In the algorithm described above, the displacement field is discretized with finite element, 
piece-wise linear shape functions.  The images are interpolated using cubic interpolation.  To 
avoid inaccuracies due to local minima, an accurate initial guess to the displacement field is often 
necessary and is evaluated using a gross estimate of the overall applied strain.  The regularization 
term used in this work is as follows:  

 

€ 

R[u(x)] =
α
2

(∇u(x) :∇u(x))
Ω

∫
2
dΩ . (2) 

In this work, α is the relative strength of the penalty term. The incompressible penalty is used 
here is as follows:  

 

€ 

R[u(x)] =
α
2

(∇ ⋅ u(x))
Ω

∫
2
dΩ . (3) 

This equation penalizes non-zero divergences of the displacement field, which should be nearly 
zero for incompressible materials.  The α parameter in either term is chosen such the R is 
approximately equal to the error in the image matching term at the converged solution (u).  
    

 

 
The accuracy of our algorithm was tested using simulated US images in one and two 

dimensions.  Simulated US images were created from an analytical representation of a system 
point spread function (PSF) and the subsequent convolution of that PSF with point scatterers in 
an image field. Deforming the scatterers used in the reference image by some known 
displacement field and repeating the convolution yielded the post deformation images.  The 

 
             (c)      (d) 

       
                 (a)           (b) 
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displacement and strain (finite difference derivatives of the displacement field) values were 
quantified for their signal to noise ratios (SNR) and image matching quality. 

Figure (a)-(d) show the SNR of the displacements and strain images for simulated 2D US 
images where the post-deformation image is created using a displacement field corresponding to 
an plane strain, axisymmetric deformation of a homogeneous block of incompressible material.  
That is, the deformation field has constant strain both axially and laterally at all image locations 
and ∇⋅u=0.  Figure (a) and (b) shows the displacement and strain SNR for the axial and lateral 
measurements, respectively, with no incompressibility used in the measurement. The axial strain 
SNR’s reported here compare very well with those reported in previous work [1]. Figure (c) and 
(d) illustrates the improvement in SNR when the incompressibility term is utilized.  Figures (e)-
(g) shows an example set of two-dimensional strain images measured from experimental data of a 
gelatin phantom obtained using a SonixRP imaging system from Ultrasonix Inc. (Richmond, BC) 
and a L14-5/38 transducer.  The applied strain was approximately 1.0% axially and only the 
regularization penalty was used in the measurement. 

 
 
3. Conclusions 
 

In this work we have developed an algorithm for the registration of images and measurement 
the subsequent deformation between those images.  The use of physically relevant a priori 
knowledge of the displacement estimates can improve the accuracy of the full displacement 
vector when used as penalty terms in this algorithm. 
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SUMMARY

A computational approach is presented for the quantitative comparison and statistical decompo-
sition of three-dimensional (3-D) closed surfaces obtained from medical images. The framework
relies on a novel combination of two fundamental techniques to analyze collections of surface
point clouds that have been segmented from medical images. First, a mapping technique based on
harmonic topological mapping is applied to uniquely redefine each surface as a continuous vector-
valued function describing the shape with respect to a unified domain. A variation of the proper
orthogonal decomposition method is then applied to the collection of shape functions to determine
and rank the optimal set of modes (i.e., shape features) to represent the collection of surfaces. In
addition to providing a unique and quantitative analysis, these methods benefit from tolerance to
noise and independence from imaging modality and resolution. In the following, the computa-
tional methods are outlined and their capabilities displayed through an artificially generated data
set.

Key Words: harmonic mapping, proper orthogonal decomposition, medical imaging, shape de-
composition.

1 INTRODUCTION

There exist a multitude of pathologies that significantly and adversely affect human health and
are well known to induce noticeable changes in the shape and/or mechanical behavior of certain
organs or other biological structures. Medical imaging methods (such as CT, MRI, etc.) have long
been aiding physicians in identifying these changes and using them to understand and diagnose
pathology whenever possible. However, the shape and mechanical function of several biological
structures (e.g., the right heart) continue to confound basic and clinical scientists alike. Further-
more, limitations remain in the ability to use imaging methods to noninvasively track motion and
map kinematic behavior, and most importantly, there is currently no proven approach to quanti-
tatively and arbitrarily (i.e., without a priori selection of simple geometric features or regions)
compare multiple shapes, beyond bulk measures such as total volume or regional curvature.

To help overcome these challenges, a computational approach is proposed to analyze and compare
a collection of anatomical surfaces segmented from medical images. The remaining sections are
organized as follows. Section 2 provides the details of the approach, including a method for
defining a unique mathematical representation of a given set of surface point clouds that allows for
quantitative and arbitrary comparison between multiple surfaces, as well as a pattern recognition
strategy to derive defining shape features from a collection of surfaces. Section 3 presents an
example of the approach applied to a set of artificially generated shapes, followed by concluding
remarks in Section 4.
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2 APPROACH

The approach discussed herein assumes that 3-D, non-overlapping, closed surfaces have been
previously obtained through some imaging and segmentation method, and this work deals solely
with the analysis of a collection of n such surfaces. The kth surface from the collection can be
defined by a set of cartesian coordinates {~xk} (i.e., nodes) and the corresponding connectivity
between the coordinates.

2.1 Surface Mapping

In order to quantitatively compare multiple surfaces, each surface must first be defined mathemati-
cally with respect to a common reference state (i.e., as a function defined over some fixed reference
geometry, rather than a collection of points with respect to an arbitrary origin). Moreover, these
representations should be uniquely obtained for subsequent comparisons to be meaningful and
ideally require minimal user input (e.g., anatomically defined reference points). A harmonic map-
ping to the unit sphere is one such mapping that satisfies these constraints and has already been
shown in several cases (see for example [1-3]) to provide consistently unique and non-overlapping
surface representations for a wide variety of shapes. One minor limiting constraint on this ap-
proach is that it is only valid for genus-0 surfaces (due to the use of the sphere as the reference
shape). However, there are several biological structures of clinical interest that are, or could be
approximated as, closed genus-0 surfaces.

By definition, a harmonic mapping (i.e., change in coordinates) is simply a parameterization that
satisfies Laplace’s equation for each new parameter. As such, choosing the new parameters to be
the spherical coordinates, φ (longitude) and θ (latitude), the spherical coordinates for each point
on the given surface (i.e., location on the surface of the unit sphere) can be determined from the
solution of the following:

∇2θ(~x) = 0 and ∇2φ(~x) = 0 in Ωk, (1)

where Ωk is the domain of the given surface (defined by {~xk}). To uniquely define the mapping it
is then only necessary to provide suitable boundary conditions for the spherical coordinates, which
includes the north pole ( Γn), the south pole ( Γs), and the date line ( Γd) as follows:

θ = 0 on Γn, θ = π on Γs, φ = 0 on Γd, and φ = 2π on Γod. (2)

An important note is that the date line has a nonunique value (0 or 2π). Therefore, to produce a
unique solution, the surface is separated at the date line (i.e., the date line is replicated to create
Γod) with one side given the value of 0 and the other 2π.

The resulting boundary value problems described by Eqns (1) and (2) can be solved numerically
for the spherical coordinates of each surface point (the present work relies on the Galerkin finite
element method to solve these systems). Once mapped, each of the n surfaces can be described
with respect to a common domain as ~xk(θ, φ) in θ ∈ (0, π), φ ∈ (0, 2π).

2.2 Shape Mode Decomposition

Once a set of n surfaces is converted to a set of shape functions over the referential unit sphere
domain, the application of a pattern recognition strategy to determine and rank the fundamental
shape components that exist within the set is relatively straightforward. This work applies the
method of proper orthogonal decomposition (POD), which has been used successfully in a va-
riety of pattern recognition and reduced-order modeling applications (see [4] and the references
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therein). POD is particularly beneficial to this work as it is well known to be tolerant to noise,
and it can be formulated in a continuous form so that the set of shape functions can be analyzed
without further processing regardless of mesh conformity (e.g., varying mesh density and/or node
distribution throughout the set).

The main objective of POD is to identify the m basis functions {~vi( ~X)}mi=1 that are optimal in
the average sense for representing the given set of functions. Through several manipulations,
including the application of the method of snapshots, this optimization problem to determine the
modes can be solved through the following eigenvalue problem:

1
n

n∑
k=1

AjkC
i
k = λiCij , Ajk =

∫ 2π

0

∫ π

0
~yj · ~ykdθdφ, Cik =

∫ 2π

0

∫ π

0
~yk · ~vidθdφ, (3)

where ~yk = ~xk − ~̄x and ~̄x is the mean shape. The n-dimensional eigenvalue problem can then be
solved to obtain at most n modes (i.e., fundamental shape components) as follows:

~vi(θ, φ) =
1
λin

n∑
k=1

~yk(θ, φ)Cik. (4)

The corresponding eigenvalues (λi) relate to the relative importance of each mode, and the larger
eigenvalues correspond to modes that are more significantly representative of the dataset.

3 EXAMPLE

To demonstrate the capabilities of the proposed approach, a collection of eight 3-D closed surfaces
was artificially generated using three standard real-valued spherical harmonic functions as follows:

~xk(θ, φ) = (
3∑
i=1

bkiSi(θ, φ)) ~X, (5)

where [S1, S2, S3] = [12
√

1
π ,

1
4

√
5
π (−X2

1−X2
2 +2X2

3 ), 3
16

√
1
π (35X4

3−30X2
3 +3)], bki are the ran-

domly generated coefficients from a normal distribution, and ~X = [sin(θ) cos(φ), sin(θ) sin(φ), cos(θ)]T .
To test the proposed method’s ability to classify shape patterns within a set, the eight artificially
generated shapes were divided into two groups of four shapes. The first group was generated only
using S1 and S2, while the second group was generated only using S1 and S3.

Each shape was mapped to the unit sphere domain and then decomposed through POD to obtain a
set of shape modes, as shown in the schematic in Figure 1. For this example, the eigenvalues of the
first two POD modes totaled more than 99% of the sum of all eigenvalues. Therefore, the first two
modes are sufficient to reconstruct the dataset and should represent the most significant features
of the dataset. The two modes are then projected back onto each shape to obtain the set of modal
coefficients defining the dataset. For comparison purposes the POD procedure (obtaining modes
and then modal coefficients for the top two modes) was performed again for the dataset without
applying the topological mapping procedure (Note: this is only possible because the dataset is
artificially generated, and therefore has a known reference domain without mapping). Figure 2
shows the distribution of the modal coefficients for the two groups with and without mapping.
As is expected from the method of generating the dataset, the two groups are clearly separable
without mapping. More importantly, the modal coefficients after mapping are just as separable, if
not more so, as without mapping.
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Figure 1: Mapping and POD process to obtain fundamental shape features from a set of images.
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Figure 2: Modal coefficients for each artificial shape (a) without mapping and (b) with mapping.

4 CONCLUSIONS

A computational framework was presented to quantitatively analyze 3-D, non-overlapping, closed
surfaces, which can be used to effectively compare and analyze segmented medical images. This
framework first applies a harmonic mapping technique to convert each surface into a function
defined over a unified reference state, then applies the POD method to extract the fundamental
modes from these functions, thereby defining the fundamental modes of the shapes themselves.
These techniques are straightforward to implement and treat the data in the space of continuous
functions without the need for compression to ensure preservation of all inherent shape features.
Most importantly, they provide a unique and quantitative method to analyze shapes and shape
changes of biological structures from medical images. The details of these methods were outlined
and then demonstrated through a simple numerical example. Further comprehensive testing of this
approach is currently underway, particularly with regards to the effect of imaging noise, and the
long-term objective is to apply these methods to analyze and improve diagnostic procedures for
right heart pathology.
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SUMMARY 

 
Miniaturizing image acquisition systems while retaining its original capabilities present several 

advantages. Specifically, adequate size reduction allows us to monitor the hemodynamic 

responses to natural behaviors in a rodent model. We present a novel rodent head mountable 

microscope architecture capable of performing both multi spectral reflectance imaging and laser 

speckle contrasted imaging. Housed in a 15mm diameter cylinder of 19mm height and weighting 

7g it incorporates a custom built high sensitivity CMOS imager chip. Monte Carlo modeling is 

used to optimize and validate system design. The system was used to obtain images of the cortical 

vasculature of an anesthetized rat.  

 

Key Words: Laser speckle contrasted imaging, multi-spectral reflectance imaging, Monte Carlo 

Modeling and rodent head-mountable microscope. 

 

1. INTRODUCTION 

 
Neurophysiology studies have classically employed techniques to image blood oxygenation and 

blood flow changes in response to functional stimulation in anesthetized animals [1]. However, 

the equipment associated with these methods includes bulky cooled CCD cameras and 

sophisticated optics. This severely limits the range of natural and realistic behaviors that can be 

monitored. Several prior attempts have been made to miniaturize the necessary imaging system [2, 

3] but almost all of these rely upon optical fiber bundles to carry the light signals hence 

restraining the animal motion with a tether as well as limiting the spatial resolution. Our goal is to 

design and develop an integrated system capable of simultaneously performing both cerebral 

blood flow and oxygenation measurements in an untethered, unanesthetized animal. Blood 

oxygenation can be measured using multi spectral reflectance imaging (MSRI) whilst blood flow 

is measured using laser speckle contrast imaging (LSCI). Murari et al. [4] demonstrated a rodent 

head-mountable microscope for MSRI. Here, we expand on this work and present the details of 

optical assembly and preliminary results of a novel rodent head mountable microscope 

architecture that is capable of performing both MSRI and LSCI. Monte Carlo modeling of the 

cortical layers is undertaken to assess the capability and performance of our system.  
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Figure1. The microscope architecture. (a) A photograph of the rodent head mountable microscope. 

(b) Detailed schematic of the imaging setup. (c) The beam profile of green LED on the focal plane 

with illumination intensity displayed in pseudo-color (laser profile is similar but grainier due to 

speckles). Each axis is marked with the number of pixels under unity magnification. 

2.  SYSTEM DESCRIPTION 
 

The optics is designed to accommodate as much miniaturization as possible. Fig. 1a shows an 

image of our microscope in comparison to a US quarter. We use a 670nm VCSEL (Vixar Inc, 

MN) cased in a 5mm diameter T046 package for laser illumination. A front surface mirror 

(Edmund Optics, NJ) facilitates an optical path for the laser beam to diverge and illuminate a 

4mm diameter region of interest (ROI) in the target tissue. In addition a narrow bandwidth (half 

power full bandwidth of 25nm centred at 521nm) green LED (TT Electronics, UK) is included to 

serve as the second wavelength for MSRI. Light from the LED is provided an identical optical 

path as the laser, but along a perpendicular axis in the microscope tube cross-section. The entire 

assembly as shown in Fig.1b is the affixed to a rat’s head to image the cortical surface through a 

thinned or exposed skull. LSCI is done by acquiring a stack of 80 sequential images under red 

laser illumination while for MSRI; the ROI is additionally imaged under green light. Time 

averaged raw laser speckle image is used as the other wavelength in this regard [1]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Illumination of the ROI follows a non uniform distribution as shown in Fig.1c necessitating 

proper normalization. Reflected light from the cortical surface is focused by a glass aspheric lens 

(Thorlabs, NJ) of focal length 4.6 mm and achieves a unity magnification. A lathed aperture stop 

of 0.375mm diameter allows the generation of speckles ~40µm in diameter ensuring optimal 

detection by the 20 µm [5] imager pixels .The power consumption of all light sources together is 

less than 4.5mW. A high sensitivity CMOS imager chip with performance comparable to a CCD 

camera at low light intensities [5], developed in house is utilized for the final photo-reception.  It 

comprises a 132x124 array of 20µm pixels accessible via a pic24HJ64GP202 (Microchip Inc, 

AZ) microcontroller interface. The 12 bit analog to digital converter (ADC) module in the 

microcontroller is used to digitize the analog signals from the imager chip. 

 

3. RESULTS 
 

The head mountable integrated microscope was optimized and then, prototyped and tested. 

Design optimization involved the theoretical study of light absorption by tissue at various angles 

of incidence, and is described in the ensuing section. 

 

3.1 Design optimization using Monte Carlo simulations. 
 

Optical absorption and reflection was modelled using a Monte Carlo simulation with the dual 

purpose of optimizing the design as well as validating our observations. The exposed cortex was 

modelled as a semi-infinite homogeneous medium with scattering coefficient (µs) = 1 mm
-1

, 

anisotropy (g) = 0.9 and refractive index (n) = 1.4 with total oxy and deoxy haemoglobin 

concentration as 0.085mM with a saturation level of 0.7 [6]. Absorption spectra for oxy and 

(a) (b) (c) 
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Figure 2. (a)   

Fraction of light 

absorbed as a 

function of incident 

light angle.   

(b)  Average depth 

of absorption as a 

function of incident 

light angle. 

deoxy haemoglobin by [7] were used.  Figure 2 shows results of our simulation and tabulates the 

variation of two absorption properties, the absorption fraction and the absorption depth with 

increasing incident angle of light. Absorption fraction was defined as the ratio between the 

amount of light absorbed by the tissue in total and the incident amount of light.  Average 

absorption depth was calculated by averaging the absorption over the total range of depths.  

 

 

As displayed in Fig. 2a the angle of incidence does not critically alter the total amount of light 

absorption (within the majority of the range), hence allowing us the flexibility to tilt the incident 

light beam until an angle of 40
0
 necessary due to the space constraints imposed by the physical 

size of optical elements within the microscope architecture. Fig. 2b demonstrates that the average 

depth of absorption for red light (670 nm) is an order of magnitude higher than the green light 

(521nm), owing to the largely reduced absorption coefficients of both oxy and deoxy 

haemoglobin within this region.  This information allows us to estimate that green light will 

sufficiently penetrate (~1mm) the cortical surface at the currently utilized angle of ~40
0
 and thus 

be capable of detecting the vasculature of interest. The higher depth of absorption of red light will 

inevitably introduce noise to the final MSRI calculations. 

 

 3.2 Imaging in animal experiments. 
 

To test the feasibility and suitability of our integrated microscope for in vivo imaging, we 

performed experiments in an exposed skull model of the rat brain vasculature. Adult male Wistar 

rats were anesthetized and restrained in a stereotaxic frame following which our imager was 

affixed on their head as described by previously [4]. Figure 3a, b, c display a raw green light 

reflectance image and subsequently processed stages to enhance the structural detail. Laser 

speckle contrast is calculated as, 𝑙𝑠𝑐𝑖 𝑥, 𝑦 =
𝜎 𝑥,𝑦 

𝜇(𝑥,𝑦)
 with 𝜎 =   

 (𝑖(𝑥,𝑦,𝑘)− 𝜇(𝑥,𝑦))2𝑁
𝑘=1

𝑁
 and  

 

 
 

 

 

 

 

 

(a) 

(a) (b) 

Figure 3. In vivo imaging using our integrated microscope. (a) A green reflectance image with the 

ROI circled in red. (b) A 4X up-sampled and linear scaled image of the ROI. (c) Enhanced image 

of ROI obtainable through advanced offline image process techniques such as ridge detection. (d) 

A high magnification raw LED image of an isolated blood vessel. (e) A laser speckle contrasted 

image of the ROI. (f) A laser speckle contrasted enhanced offline. 

 

(a) (b) (c) (d) (e) (f) 

300μm 100μm 
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𝜇 =  
 𝑖(𝑥,𝑦,𝑘)𝑁

𝑘=1

𝑁
, where i(x,y,k) refer to the intensity of (x,y) pixel in the k

th
  image frame and N is 

the number of frames used. Fig 3d shows a green reflectance image of an isolated blood vessel 

while Fig.3e, f display processed and enhanced LSCI.  These results demonstrate our 

microscope’s capability to perform both MSRI and LSCI. 

 

4. CONCLUSIONS 
 

We have described a first microscope architecture for acquiring both reflectance and laser speckle 

images in a very miniaturized head mountable footprint. System design and performance were 

justified by Monte Carlo simulations. Preliminary results of both green light and contrasted laser 

speckle images were shown. One concern is the quality of images limited by the noise floor of the 

ADC in the microcontroller. Further testing has shown that using a 16 bit dedicated ADC will 

allow for better results. Integration of the microscope with control and recording electronics in 

the form of a light weight backpack attachable on the rat is currently progressing. We believe that 

this will pave way to successfully demonstrate spectral and laser contrast imaging in awake and 

behaving animals for deeper understanding of neuronal behaviour withiin a realistic context.   
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SUMMARY 

 
Magnetic resonance imaging is currently one imaging modality for studying pelvic floor 
dysfunctions. In order to perform biomechanical analysis, the geometrical models of the 
concerned structures are needed, which implies that these structures should be segmented in the 
acquired image series. However, the appearances of the organs and muscles of female pelvic 
cavity can be easily distorted in the images by noise and partial volume effect, which leads to the 
failure of common segmentation algorithms. In this study, we propose algorithms to handle the 
segmentations of the pelvic organs and muscles in T2-weighted axial magnetic resonance images. 
The proposed algorithms are based on the imaging features of different structures, and use 
various image clues and prior knowledge for the segmentation. Implementation details and 
further issues are introduced and discussed. Additionally, numerical examples are included to 
demonstrate the effectiveness of the proposed algorithms. 
 
Key Words: image segmentation, pelvic floor, bladder, vagina, rectum, medical imaging, 
biomechanics. 
 
 
1. INTRODUCTION 
 
Pelvic floor dysfunctions are a series of conditions that affect a large population of women. 
Numerous clinical studies have been done trying to unveil the causes of the symptoms [1]. 
However, the accurate biomechanical relationship between the pelvic organs and pelvic floor 
muscles remains unknown. Currently, clinical diagnosis has been considerably assisted by the use 
of magnetic resonance imaging (MRI) of female pelvic cavity [2]. The preprocessing of the 
acquired images needs a large amount of manual operations, and therefore makes the whole 
process very time-consuming. In order to improve the time efficiency and eliminate the 
intra/inter-observer errors, effective algorithms for segmentation and three-dimensional (3D) 
reconstruction are needed. 
In this study, we focus on the segmentation algorithms. T2-weighted axial MRI was chosen as the 
imaging modality since the anatomy of different structures can be viewed clearly under this 
plane. The complex imaging background forms a big challenge for normal segmentation 
algorithms. Applying different types of algorithms have been discussed in [3], which concluded 
that effective algorithms should be based on the imaging appearances of the concerned structures. 
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Given the application background, the deformable models [3, 4] were chosen, mainly because of 
their flexibility to incorporate distinct segmentation clues. The used algorithms belong to the 
geometric deformable models, and use both image information and prior knowledge for the 
segmentation. To demonstrate the effectiveness of these algorithms, experimental examples are 
included and discussed in the present work. 
 
2. METHODOLOGY  
 
T2-weighted MRI has better imaging quality for soft tissues than other non-invasive imaging 
modalities. Nevertheless, the appearances of pelvic organs and pelvic floor muscles can be easily 
distorted in MR images by noise, or blurred by partial volume effect (PVE). Among the structures 
in female pelvic cavity, the levator ani (LA) muscle is the most difficult one to be successfully 
segmented. The LA muscle constitutes the main part of the pelvic floor muscles and usually 
appears as a “V” shape in the axial plane. Its large shape variance among imaging positions 
excludes the possibility to use prior shape knowledge, and its boundary may become 
discontinuous due to the influence of noise and partial volume effect. Given that the main 
biological function of the pelvic floor muscles is to support the pelvic organs, the status of the 
muscles is closely related with the status of pelvic organs. If the boundaries of pelvic organs are 
known, their locations and shapes can provide useful information to assist the segmentation of the 
LA muscle. Hence, the segmentation order adopted in this study is to first segment the pelvic 
organs and then the LA muscle. 
 
2.1 Pelvic organs 
 
Three pelvic organs are concerned in this study, which are the main structures involved in some 
of the pathologies related with pelvic cavity: bladder, vagina and rectum. The imaging 
appearances of the three pelvic organs are usually not stable and may suffer from noise influence, 
which makes the intensity gradient unreliable to be used in the segmentation approach. If the 
organs are to be segmented individually, considerable human intervention and post-processing are 
required in order to obtain satisfied results. Instead, our strategy is to combine the different 
imaging appearances of the three organs with prior shape knowledge on them, so that these 
organs can be segmented simultaneously. Thus, three deformable models are used: each model to 
segment one pelvic organ under consideration. The associated moving equations are derived 
based on the interactive information from the three moving contours. The main segmentation clue 
comes from the comparison between the intensities of the pelvic organs and the surrounding 
tissues. For example, the bladder lumen in T2-weighted images has high signal intensities 
because of the urines within it, while the bladder wall has low signal intensities. Both the vagina 
and the rectum have low signal intensities, while their intensity distributions are appreciably 
distinct. Additionally, the tissues that surround the pelvic organs have intermediate signal 
intensities, and their appearances are more similar to the bladder lumen than the vagina and 
rectum. With these clues, the region competition algorithm in [5] was modified and integrated in 
the used algorithms. As the boundary of the vagina can be easily blurred by noise and PVE, and 
the inner layer of the rectum can cause unwanted inner boundaries, prior shape knowledge of the 
two organs is used to handle these problems and further eliminate noise influence. The pelvic 
organs can be successfully segmented by the adopted coupling system that uses the intensity 
comparison as the main segmentation clue. 
 
2.2 Levator ani muscle 
 
Based on the spatial relationships between the pelvic organs and the levator ani muscle, the 
location of the muscle can be approximately identified to a region of interest (ROI). Normally, in 
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the ROI the levator ani muscle has the lowest signal intensity, and the segmentation of this 
muscle is a two-phase problem. However, due to the noise influence, some parts of the levator ani 
muscle may appear as pixel clusters. The intensity gradient again becomes unfeasible to be used 
in the segmentation process. To overcome this problem, the Chan-Vese model in [6] is chosen as 
the base model, which can segment objects whose boundaries cannot be defined through the 
intensity gradient. Nevertheless, due to the partial volume effect, the connective tissues between 
the rectum and the levator ani muscle can have a similar appearance as the muscle. Therefore, 
results of the C-V model tend to combine the boundaries of the two structures. A pushing force is 
needed to drive the upper contour to the correct position. As discussed before, no prior shape 
knowledge of the muscle is available because of its large shape variation. Given that the status of 
the rectum can reflect the deformation of the muscle, a shape influence field is defined using the 
boundary of the rectum [7], and is incorporated to the C-V model. The shape influence field can 
provide a pushing force when the upper contour is not at the correct position. The proper 
boundary of the levator ani muscle can then be effectively segmented by the shape guided C-V 
model. 
 
3. RESULTS AND CONCLUSIONS 
 
Two segmentation examples are illustrated in Fig. 1, in which the inhomogeneous intensity 
distributions of the pelvic organs, the thin appearances of the vagina, and the different layers of 
the rectum can be observed. One can see the boundaries of the pelvic organs were successfully 
segmented by the used algorithms. Furthermore, with the acquired rectum boundary, the levator 
ani muscles were correctly segmented. 
 

         

 

Fig. 1 Segmentation results of the used algorithms. Boundaries from up to down: bladder, vagina, 
rectum, and levator ani muscle. 

 
The algorithms used in this study provide an efficient way to segment the organs and muscles in 
the female pelvic cavity. The three pelvic organs can be segmented simultaneously by the 
coupling system that consists of three deformable models. With the obtained rectum boundary, a 
shape influence field can be defined and incorporated into the C-V model in order to segment the 
boundary of the levator ani muscle successfully. 
The used algorithms combine the interactive image information with prior knowledge to handle 
the segmentation, and their effectiveness has been verified through several case studies, with 
comparisons to the results obtained by manual segmentations. 
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SUMMARY

Vascular imaging with ultrasound still shows severe limitations and further development of new
imaging and signal-processing techniques is required. Since in-vitro or in-vivo setups do not offer
sufficiently accurate information on the actually imaged blood vessel behavior, there is a need
for a simulation tool where synthetic ultrasound (US) images can be validated towards a ground
truth. We developed a simulation environment integrating computational biomechanics and US-
simulations. First, CFD was coupled with US-simulations, which allowed to model US-images
resulting from complex flow fields. This method is however limited by the absence of the moving
vessel wall and therefore, we expanded the multiphysics tool by integrating fluid-structure interac-
tion simulations with the US-simulator. An overview of the methodology to couple these different
simulation strategies is given. The potential of these multiphysics simulations is demonstrated
with the investigation of color flow imaging in a rigid and flexible blood vessel model.

Key Words: CFD, FSI, ultrasound simulations, carotid artery.

1 INTRODUCTION

In the context of early detection of cardiovascular diseases, ultrasonic imaging is often applied
in clinical practice due to its non-invasive and radiation-free nature. Although today’s ultrasound
scanners are the result of numerous advances in several research areas, still many of the imaging
goals are not fully achieved. Of note, vascular imaging shows several limitations: (i) only 1D blood
flow measurements can be performed, visualizing the velocity component along the scanline, (ii)
assessment of mechanical properties of arteries and plaques has only been investigated to a limited
extent, with arterial distension estimation the most successful application so far. Hence, improved
imaging and post-processing methods are needed.

2 METHODS AND APPLICATIONS

2.1 Overall modeling approach

Imaging development requires proper testing and validation, nowadays based on in-vitro and in-
vivo setups. However, these do not allow proper validation of ultrasound (US) images, since the
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imaged flow field and/or vessel wall deformation is not known and, other measurement techniques,
also prone to errors, are necessary to reveal the true blood vessel behavior behind the US-image.
A simulation environment which creates synthetic US-images from fully known hemodynamics
and vessel wall mechanics would therefore be highly useful. An important tool in this context is
Field II [1]. This software allows to model any linear imaging setup with advanced transducer
geometries, scan sequencing and beam formation. The backscattered radiofrequent (RF) signals
are obtained by modeling tissue as a distribution of point scatterers on which US-waves reflect.
Hence, realistic US-images of arbitrary vessel behavior can be simulated, by moving the scatterers
during the simulated scan according to realistic blood velocities and structural displacements. The
total scatterer number is related to the imaging resolution and the scattering strength is modeled
using a normal distribution of scattering amplitudes with mean and standard deviation adapted to
the tissue properties.
However, because of the complex arterial geometries and vascular material properties, the scat-
terer movement cannot be obtained through analytical solution of the equations governing the
blood flow and vascular wall behavior. Complex numerical techniques are required for this pur-
pose. In a first phase, we studied ultrasonic blood flow imaging methods in a carotid artery, by
deriving blood velocities from computational fluid dynamics (CFD) and using them as an input
to Field II [2]. A realistic 3D vascular geometry and mesh was reconstructed from medical scans
with the software Mimics (Materialise, Leuven, Belgium) and the CFD-problem was solved with
Fluent 6.2 (Fluent Inc., Sheffield, UK).
This simulation strategy is however limited by the absence of the vessel wall. Therefore, we
extended the computational phantom to allow for the simulation of the integral blood vessel be-
havior, by moving scatterers according to blood velocities and mechanical deformations obtained
from fluid-structure interaction (FSI) simulations. FSI-modeling allows to simultaneously solve
the blood flow and vessel wall deformation problem, by taking into account their mutual influ-
ence [3]. We used a partitioned FSI-approach, computing the flow and structural equations with
a separate flow and structural solver. An in-house code ’Tango’ was used to couple the flow
solver Fluent and the structural solver Abaqus (Simulia, Inc., Providence, RI, USA). In particu-
lar, Dirichlet-Neumann partitioning was used (flow problem is solved for a given displacement;
structural problem is solved for a stress boundary condition applied on wet side of the structure).
To enhance convergence of the coupling, an Interface Quasi-Newton method was used, which re-
places the complex fluid or solid solver on the interface by approaching the Jacobian of the solver
on the interface [4]. For a complete overview on the applied methodology, we refer to fig. 1.

6. Field II-simulation
A. Imaging setup
B. Computational 
phantom based 

on FSI

5. Extraction 
blood velocities 

and wall 
deformation

2. Physical and 
numerical 

FLUID model

3. Physical and 
numerical 

SOLID model

1. Realistic
vascular 
geometry

4. CFD/FSI-model
7. Postprocessing

RF-signals to 
obtain US-image

8. Comparing US-image with CFD/FSI-ground truth

FSI

CFD

Figure 1: A flowchart illustrating the methodology of the ultrasound simulation environment
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2.2 Rigid wall models

To couple the CFD-data to the positions of the point scatterers, 3D spatial interpolation of the
CFD-velocities is executed in Matlab. Further, due to the large disparity in time scales between
CFD (order ms) and US simulations (e.g. 0.067 ms for a frequency of the pulse excitations of 15
kHz), temporal interpolation of the CFD-velocities is necessary.

2.3 Distensible wall models

1. mapping scatterer position
2. extracting velocity vector

Scatterers color-coded according to grid-position

1. mapping scatterer position
2. extracting velocity vector

same absolute position

same absolute position

INCREASING FLUID VOLUME

DECREASING FLUID VOLUME

Figure 2: Principles behind the generation of the fluid
phantom based on FSI-simulations

When integrating FSI and Field II,
both the scatterer phantom of the
blood pool and vessel wall require a
more advanced approach. The fluid
phantom in particular is highly chal-
lenging as straightforward interpola-
tion techniques are no long applica-
ble due to the changing fluid volume
and the FSI-grid formulation (Arbi-
trary Lagrangian Eulerian method to
match grid formulations for fluid and
solid domain). Therefore, the scat-
terer displacement is approximated
by updating scatterer velocities each
FSI-timestep. To avoid that scatter-
ers are displaced outside the fluid do-
main in a shrinking geometry or that
voids are created in an expanding ge-
ometry, scatterers are displaced us-
ing the velocity vector from the sub-
sequent FSI timestep, with the veloc-
ity vector extracted from an approximated mapped position at that timestep. This approach is
justified due to the Backward Euler time discretization used by the flow solver. It provides cor-
rect displacements for scatterers at the fluid-structure interface, but it is an approximated approach
within the flow field (cfr. fig.2).
The structure phantom generation is less complex because the grid displacement corresponds with
the material displacement and hence also with the scatterer displacement. However, the vessel wall
needs more refined scatterer generation due to its complex composition, with flexibility of defining
different scattering properties in different vessel regions. Besides these random scatterers, spec-
ular reflections at the transition regions between different tissue types (i.e. tissue/vessel wall and
vessel wall/blood) are mimicked by placing scatterers at fixed distances along these interfaces.

2.4 Applications

Both with the distensible and rigid wall model, a commonly applied 1D blood flow estimator
was investigated, i.e. color flow imaging (CFI). Panel A of fig.3 shows the comparison between
CFI in the carotid artery during systolic deceleration and the true flow field known from CFD.
Note that the CFD-data take into account the exact timing and positioning of the US-scanning
sequence. It can be seen that CFI has difficulties capturing complex flow patterns. Panel B shows
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a color M-mode image (color-coded velocities along a scanline during cardiac cycle) resulting
from blood flow in a straight tube, representative of the common carotid artery. For this case,
the US-simulations were based on FSI-data, as can be seen in the fluctuating blood flow domain
(panel B).
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Axial
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Figure 3: Panel A: comparison between color flow imaging and true flow field known from CFD.
Panel B: Color M-mode image based on FSI-simulations in common carotid artery.

3 CONCLUSIONS

Coupling computational biomechanics and US-simulations provides realistic RF-signals from both
tissue and blood which can be processed into US- images and measurements. Note, however, that
simulations cannot include all the physical phenomena involved in the image formation process.
Still, this simulation environment allows validation towards a gold standard, which is not possible
for in-vitro or in-vivo testing, and as such this simulation tool has an important complimentary
role to in-vitro/in-vivo validation.
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SUMMARY 
 
This paper presents an effective computational method for reconstructing the three-dimensional 
shape of an abdominal aortic aneurysm (AAA) from a limited number of computed tomography 
(CT) images. The three-dimensional template geometry of a healthy abdominal aorta is used as a 
priori knowledge, and the template geometry is deformed by extended free-form deformation 
(EFFD) to generate a patient-specific AAA geometry. A two-step optimization scheme is devised 
to find an optimal set of deformation parameters that match the cross-section of the deformed 
template with the AAA contour shown in a CT image. The geometric continuity of the deformed 
model is maintained by raising the order of the polynomial function used in EFFD. Experimental 
results show that the proposed method creates the three-dimensional shape of AAA suitable for 
structural finite element analysis and computational fluid dynamics for medical diagnosis. 
 
Key Words: Shape reconstruction, free-form deformation, continuity control, abdominal aortic 
aneurysm 
 
1. INTRODUCTION 
 
A patient-specific 3D AAA shape is the foundation for a biomechanical analysis of AAA to 
assess the risk of rupture. Recently, researchers have successfully performed computational fluid 
dynamics analyses, structural analyses, and fluid-structure interaction analyses using patient-
specific AAA geometry. In these analyses, however, the generation of the patient-specific 3D 
AAA shape remains a time-consuming process that requires a considerable amount of manual 
intervention. 
        The conventional method of image-based 3D shape modelling consists of two steps: image 
segmentation and shape generation.  Although there are effective algorithms available for the 
second step [1], the first step of image segmentation usually requires manual intervention and 
thus is time and labor intensive. 
 

2. COMPUTATIONAL METHOD  
 
In this study, an efficient computational technique for reconstructing a three-dimensional shape of 
AAA from a set of tomographic cross-sections is proposed [2, 3, 4]. The method enables 
automatic reconstruction of a patient-specific AAA shape from a limited number of CT images 
(see Figure 1(a)).  The three-dimensional template geometry of a healthy abdominal aorta, as 
illustrated in Figure 1(b), is used as a priori information, and the template geometry is deformed 
by extended free-form deformation (EFFD) [5] as shown in Figure 1(c). A two-step optimization 
scheme is devised to locate an optimal set of EFFD parameters that match the cross-section of the 
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deformed template with the AAA contour shown in a CT image. The geometric continuity of the 
deformed model is achieved by raising the order of the polynomial function used in EFFD. 
 

    
(a) Input CT images of an abdominal aortic 

aneurysm 
(b) 3D shape template of  a healthy 
abdominal aorta 

 

(c) The 3D shape template is deformed by the optimization of the control parameters of extended 
free-form deformation.  The left-most image shows the template with four contour plots from 
input CT images 

Figure 1.  The proposed method takes as input CT images and a 3D shape template of  
a healthy abdominal aorta, and deforms the template until the cross-sectional shapes of  

the deformed model matches the input images.  

 
        The template is represented as a shell of a polygonal mesh, consisting of a set of vertices and 
a set of triangular faces. The triangular boundary representation of the template makes it easy to 
calculate a planar cross section. It is important that there be no gap or overlap between faces; any 
gap or overlap will make it difficult to create a quality mesh for structural finite element analyses 
or for computational fluid dynamics.  The resolution of the template should be fine enough to 
maintain shape features after the template is deformed. Our current template polygonal model 
consists of 8,823 triangular polygons. 
        In order to solve the two-step optimization problem, we use the sequential quadratic 
programming (SQP) algorithm, one of the most effective methods for solving optimization 
problems with significant nonlinearity.  Previously developed sequential quadratic programming 
code, CFSQP [6], is used in this study – this is a C implementation of a modified version of SQP 
that generates feasible iterations. 
        Five case studies have been performed to verify the effectiveness of the proposed method.  
The converging history and computational time were investigated in order to evaluate the 
performance of EFFD.  Figure 2 shows the convergence of the external-wall shapes of an AAA 
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obtained from 10, 15, and 20 CT images.  The shapes converge quickly in the initial EFFD 
process and slowly in the EFFD optimization process.  In the initial EFFD process the distance 
between two contours was fitted by locating an optimal radius on each image via one-variable 
optimization. On the other hand, in the EFFD optimization process the distance between two 
contours was reduced gradually and iteratively by the CFSQP optimizer.   
        As illustrated in Figure 3, when 15 or more contours are given as input, the average area 
error is reduced to less than 5%, which is considered sufficient for structural finite element 
analysis and computational fluid dynamics analysis. This was the same in all the other case 
studies.  The number of iterations required to optimize the deformation parameters using CFSQP 
is shown in Figure 4.  The optimization process takes a couple of minutes for 15 input images. 
 

(a) 10 input images (b) 15 input images (c) 20 input images 

Figure 2  3D shape reconstructed from different numbers of input images 

 

 

Figure 3  Convergence of the shape 
reconstruction error  

Figure 4  Number of iterations required in the 
optimization of the deformation parameters 
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3. CONCLUSIONS 
 
The proposed method has two advantages: (1) the method reconstructs a patient-specific three-
dimensional shape quickly, automatically and robustly by using a template geometry, and (2) the 
method always generates a topologically and geometrically valid shape for structural finite 
element analyses and computational fluid dynamics for medical diagnosis. 
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SUMMARY

This paper describes an electromechanical simulation of the heart scalable to thousands of proces-
sors. The heart is a multiscale/multiphysics system, ranging from molecular (ion) up to organ level
(muscle). Each system is governed by a set of partial differential equations, ultimately coupled
together. Building on such approach, a multiscale massively parallel continuum model describing
the activation potential propagation at the molecular level and its coupling with the mechanical
deformation at the macroscopic level is proposed here. This model is implemented in Alya, a
parallel computational mechanics platform developed at BSC.

Key Words: electrophysiology, cardiac mechanics, parallelization, multiphysics, continuum model

1 INTRODUCTION

This paper is the last of a set of conference contributions and articles [1,2,3,4,5] which describe a
parallel computational model of the heart. The authors continue with the simulation tests of the
electromechanical coupling.

The heart is a physical system integrating various models that have different time and length scales.
In this study, the activation potential is coupled to the mechanical deformation via a simple equa-
tion describing the rise of intracellular calcium. Our methodology present two main advantages.
Firstly, Alya assures the needed flexibility for developing the multiphysics model in the same
framework. Secondly, the model is efficiently calculated in parallel on up to thousands of cores.

2 ELECTROMECHANICAL MODEL

The main elements of our scheme are:

• Electrophysiological model: FitzHugh-Nagumo and Fenton-Karma models [6]. Anisotropic
fiber model. Finite elements, explicit in the case of monodomain and solved in non-structured
meshes.

• Mechanical model: The total stress is the sum of a passive and an active contributions. The
passive behavior is based on a law proposed by Holzapfel and Ogden [7]. The material is
considered orthotropic and compressible. A local fiber-sheet-normal coordinate system is
defined for every node of the mesh. The active part is transversely isotropic, with the active
stress generated along the fiber direction.
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Figure 1: The temporal evolution of electromechanical coupling is shown on a small myocardium
sample (top). The colors represent the activation potential. The electrical wave (continuous line)
triggers the increase of the free calcium concentration (dash line).

Figure 2: Simplified ventricular contraction and the effect of fibers, colored according to the
displacement norm. Left: initial mesh. Right: final mesh.

• Coupling: As the wave propagates through the myocardium, a tensile force is created in
the muscle cells (the active contribution). This force is function of the fiber’s stretch and
calcium concentration. This causes the myocardium to contract.

• Wall pressure: Windkessel model.

The model is programmed in Alya, the BSC in-house parallel platform. An explicit total La-
grangian finite element method accounting for large deformation is used. The model scalability
has been tested on up to 5000 cores in the Marenostrum IBM blade center and in Blue Gene L
and P clusters. Alya’s parallelization is hybrid: MPI and automatic mesh partition with Metis
and OpenMP directives for inner loops taking profit of local shared-memory multicores. This has
allowed the authors to run cases with up to 40 million elements for a full contraction cycle (0.4 s)
in ∼ 6 hours. The maximum amount of degrees of freedom for such coupled cases is of 400 M
d.o.f.
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Figure 3: Activation potential on a 16M tetrahedra mesh heart (geometry provided by D. Gil and
J. Garcia-Barnés, CVC, Spain).

3 CONCLUSIONS

The paper presents a coupled electromechanical simulation of the heart scalable to thousands of
processors. The authors have tested the model through a set of benchmarks of increasing com-
plexity, from a few elements up to millions of elements for a full heart.
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SUMMARY

The Bidomain model is nowadays one of the most accurate mathematical descriptions of the ac-
tion potential propagation in the heart. However, its numerical approximation is in general fairly
expensive as a consequences of the mathematical features of this system. For this reason, a sim-
plification of this model, called Monodomain problem is quite often adopted in order to reduce
computational costs. Reliability of this model is however questionable, in particular in the pres-
ence of applied currents and in the regions where the upstroke or the late recovery of the action
potential is occurring. In this talk we present some methods we have developed in the last years
for solving numerically the Bidomain equations. We have investigated model-adaptive solvers,
such that the Bidomain system is solved only in the critical regions that require high accuracy
[2,3]. The a-posteriori error estimator and the mixed Bi-Monodomain domain-split problem will
be discussed. Suitable boundary conditions for the matching between the Bidomain and the Mon-
odomain models will be presented. Results both on idealized benchmarks and on real geometries
retrieved from SPECT images show the effectiveness of the approach proposed.

Key Words: Electrocardiology, Model adaptivity, Domain Decomposition, Time adaptivity .

1 INTRODUCTION

Mathematical features of the Bidomain model for the propagation of the electric potential in the
heart induce some numerical difficulties in its numerical approximation that lead to ill conditioned
problems. For this reason many efforts have been devoted to the set up of efficient solvers and
preconditioners, possibly based on parallel multigrid approaches or suitable approximations of
the equations. Another approach has been aiming at a simplification of the original problem. In
particular, under a simplifying assumption on the anisotropy in the intra and extra-cellular spaces,
the two equations of the Bidomain system can be combined yielding a single nonlinear reaction-
diffusion parabolic equation for the transmembrane potential. This is called Monodomain problem
and it is clearly simpler to solve at the computational level. However, it has been pointed out that
this model fails in capturing some remarkable features of the action potential propagation. Never-
theless, the Monodomain model can still be used for reducing the computational time (a) as a pre-
conditioner for the Bidomain model (see [4]); (b) as a model to be used in non-critical zones of the
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region of interest. In this talk, we explore the latter approach. In particular, we consider the pos-
sible matching conditions for a domain-split formulation of the coupled Bidomain/Monodomain
solver. Selection of proper conditions is non-trivial because of the different nature of the two prob-
lems. Moreover, we consider a possible a-posteriori error estimator for the identification of the
regions where the Bidomain model needs to be turned on. Results are presented on both academic
test cases and on geometries retrieved from SPECT images.

2 THE BI-MONODOMAIN DOMAIN SPLIT PROBLEM

Let ui and ue be the intra and extra-cellular potential in the region Ω = ΩB ∪ ΩM . In ΩB (ΩM )
we assume the Bidomain (Monodomain) system to hold, i.e. (using a non-symmetric formulation
for the Bidomain system)

in ΩB :


χCm

∂u

∂t
−∇ ·

(
λDi

1 + λ
∇u

)
−∇ ·

(
λDi −De

1 + λ
∇ue

)
+ χIion(u) = Iapp

−∇ · [Di∇u+ (Di +De)∇ue] = Ĩapp,

(1)

and
in ΩM : χCm

∂u

∂t
−∇ ·DM∇u+ χIion(u) = Iapp. (2)

where u = ue − ui is the transmembrane potential, χ,Cm are physical constants, λ is a numerical
coefficient, Di,e are the conductivity tensors, Iion represents the ionic current (which is a non-
linear function of the transmembrane potential depending on the selected ionic model), Iapp and
Ĩapp are the forcing terms. In [2] we have investigated how to devise proper matching conditions
to be prescribed at the interface between ΩM and ΩB . Starting from Robin-Robin conditions for
a full Bidomain-Bidomain problem (see also [5]), we came up with the condition

~nT
BDi∇ui + ~nT

BDe∇ue + αui + λαue = αurest, (3)

where urest is the resting potential and α is a numerical parameter to be tuned. This condition is
added to the classical (Robin-type) continuity of the transmembrane potential. A Fourier analysis
of the problem allows to establish the optimal values of the numerical parameters in the framework
of Optimized Schwarz Domain Decomposition schemes. In Fig. 1 we report a 2D test case where
in the left half of a rectangular region we have the Bidomain system, while the Monodomain
holds in the right half. The results compare the domain-split solution with a full Bidomain model,
showing that the results are similar. The domain-split solver is however faster.

Similar results in 3D will be presented in the talk.

3 AN A-POSTERIORI ERROR ESTIMATOR

In [3] we have investigated a possible a-posteriori error estimator for selecting the region where
to activate the Bidomain model, by introducing a hybrid model called “hybridomain”, obtained
by merging the Bidomain and a properly extended version of the Monodomain models. If ue,H
denotes the hybrid solution, the error estimator reads

η2ΩM
(ue,H) ≡ 1

2

∫
ΩM

∇uTe,HDT
ε (D

−1
i +D−1

e )Dε∇ue,H , (4)
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Figure 1: Membrane potential uBido (top) and error uBido−uDD with 2 Schwarz iterations at each
time step (bottom) at different time levels (left to right t = 9, 14, 26ms): ΩB = [0, 1] × [0, 1],
ΩM = [1, 2]× [0, 1].

where Dε ≡ De−λDi
1+λ . In the talk, the specific properties in terms of reliability and efficiency

of this estimator will be addressed. Figure 2 highlights (in red) the distribution in space of the
active Bidomain elements (region ΩB) at three different time steps computed on a left ventricle
reconstructed form SPECT images. Comparing the activation pattern with the Bidomain trans-
membrane potential pattern we stress that the adaptive strategy based on the estimator ηΩM

(ue,H)
successfully activates the Bidomain model in the area involved by the propagating front. This
confirms the reliability of the a priori error estimator.

Figure 2: Top: Bidomain elements activated in Ω (ΩB shown in red) for t = 40, 80, 200 ms.
Bottom: Bidomain transmembrane potential at t = 40, 80, 200 ms.

We have tested also the case of an artificial scar on the ventricle wall tissue, still working on the
same geometry as in the previous case. It is evident from Figure 3 that the propagating front
predicted by the Hybridomain near the scar is more similar to the Bidomain front than the Mon-
odomain pattern.
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Figure 3: Comparison among Bidomain, Hybridomain and Monodomain solutions on a scarred
ventricle at t = 90 ms. From the left to the right: Hybridomain transmembrane potential; Mon-
odomain transmembrane potential; Bidomain transmembrane potential .

4 CONCLUSIONS

Model adaptivity is a viable strategy for reducing the computational cost in the investigation of
the potential propagation in the heart, still maintaining high accuracy. The error estimator we have
proposed works in a reliable and effective way in test cases based on real geometries. However
this is still based on the extended version of the Monodomain problem, which reduces the compu-
tational improvement. Domain decomposition methods using Robin-Robin matching conditions
(3) in the Optimized Schwarz framework actually refer to the original version of the Monodomain
problem and seem therefore to be competitive for a further reduction of the computational cost.
Implementation and numerical issues (including time-adaptivity, see [1]) of this approach will be
discussed.
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SUMMARY

We present here a preconditioner for the Bidomain system governing the action potential propa-
gation in the myocardial tissue. The preconditioner is based on a suitable adaptation of the Mon-
odomain model, a simplified version of the Bidomain one, which is easier to solve, but unable
to capture significant features of physiological and pathological patterns. We show optimality of
the preconditioner, as its performance is proven independent of the mesh size. In order to devise
a parallel extension of the preconditioner, we introduce an Optimized Schwarz Method for the
Bidomain system. We prove convergence for the method and we show numerical evidence of our
findings.

Key Words: Electrophysiology, Bidomain system, Preconditioning, Optimized Schwarz Methods

1 INTRODUCTION

The electrical activation of the heart is the biological process that generates the contraction of the
cardiac muscle, pumping the blood to the whole body. In physiological conditions, the pacemaker
cells of the sinoatrial node generate an action potential, that is a sudden variation of the cell trans-
membrane potential u = ui − ue, namely the difference between the intracellular potential ui
and the extracellular one ue. Following preferential conduction pathways, the electrical stimulus
propagates throughout the heart wall and causes the contraction of the heart chambers. Due to
this coupling between the electrophysiology and the mechanical behavior, when some anomalies
occur in the action potential propagation, the proper function of the heart pump can be affected.
One of the most accurate model available in literature is the Bidomain model, a degenerate, quasi-
linear, parabolic system, consisting of two non-linear partial differential equations governing the
macroscopical dynamics of the intracellular and extracellular potential, coupled with a model for
the ionic currents, flowing through the membrane of a single cell. Such model can be derived
from a homogenization of the electrostatic laws for the potential in the intracellular and extracel-
lular space. Its numerical solution is an intrinsically difficult task, due to the very nature of the
system, yielding severe conditioning for the linear system associated with the discrete problem.
We present in this talk a model-based block-triangular preconditioner [1,2], and an Optimized
Schwarz Method [3] we investigated in the recent years for the solution of the Bidomain system,
and we address some further developments.
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2 A MODEL-BASED PRECONDITIONER

The Bidomain system can be reformulated in terms of the transmembrane and the extracellular
potentials u and ue χCm

∂u

∂t
−∇ ·

[
λDi
1+λ∇u

]
−∇ ·

[
λDi−De

1+λ ∇ue
]

+ χIion(u) = Iapp

−∇ · [Di∇u+ (Di + De)∇ue] = Ĩapp.
(1)

The parameter λ in (1) is chosen between λm = min
{
σl

e

σl
i

, σ
t
e

σt
i

}
and λM = max

{
σl

e

σl
i

, σ
t
e

σt
i

}
. An

IMEX scheme in time and a finite element approximation in space of (1) result in solving, at each
time step, the linear system [

Buu Bue

Beu Bee

] [
u
ue

]n+1

=
[

f
g

]
. (2)

We proposed to precondition (2) by a block-Gauss-Seidel strategy, relying on its lower block-
triangular part

M =
[

Buu 0
Beu Bee

]
,

that corresponds to the discretization of an extended Monodomain model with Neumann boundary
conditions. We analyzed the proposed preconditioner from both the theoretical and the numerical
viewpoint [1]. Numerical results confirm, for any value λ ∈ [λm, λM ], the predicted little de-
pendence on the mesh size, for both a simple geometry and a real geometry reconstructed from
SPECT imaging. A significant gain in CPU time has been obtained by using a Flexible GMRES
with a coarse solution of the preconditioning step. A more accurate analysis on the conditioning
of the preconditioned problem (based on singular values) as well as of the convergence properties
(based on eigenvectors) of an associated Krylov method has been performed [2]. It turns out that
minimizing the conditioning of the preconditioned problem is more effective than minimizing the
conditioning of the eigenvectors matrix. As a consequence, a minimization of the upper bound for
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Figure 1: Left: upper bound on the conditioning of the preconditioned problem. Middle: SPECT
reconstructed geometry. Right: Iteration counts for different values of the parameter λ

the conditioning of the preconditioned problem (see figure 1, left) yields the optimal parameter

λ∗ =
λm + λM + 2λmλM

2 + λm + λM
, (3)

depending only on the coefficients of the original problem. In figure 1 we plot the ventricular
geometry recovered from SPECT imaging (middle) and report the iteration counts for different
mesh sizes (right).



3 OPTIMIZED SCHWARZ METHODS AND PARALLELIZATION

A way to parallelize the model-based preconditioner relies on domain decomposition techniques.
Schwarz methods are a class of domain decomposition methods for the numerical solution of
partial differential equations. The classical Schwarz algorithm, currently at the core of several
parallel preconditioning strategies, is based on Dirichlet transmission conditions on the interfaces
between subdomains, and features a rather slow convergence rate, that is very much dependent
on the size of the subdomains overlap. Moreover, in general the classical Schwarz method is
not convergent in the absence of overlap. To overcome these drawbacks, the class of Optimized
Schwarz Methods (OSM) was developed in recent years, based on more effective transmission
conditions than the classical Dirichlet ones, ensuring convergence also in the absence of overlap.
OSM in general rely on parameters that are optimized by minimizing the convergence rate of the
algorithm. We present an Optimized Schwarz Method for the Bidomain system, where the Robin-
type interface coupling conditions are naturally derived from the non-symmetric formulation [3]:
using Fourier analysis we prove that the OSM has better convergence properties than the Classical
Schwarz one. Moreover, we devise optimal parameters by minimizing the convergence rate in
both u and ue. In figure 2 (left) we plot the convergence rate for both u (solid line) and ue (dashed

Figure 2: Left: convergence rate in u and ue. Right: Action potential propagation in a Bidomain
simulation uBido and error uBido − uOS along time (left to right, t = 7, 13, 19, 25): uOS is
computed with 2 iterations of the Optimized Schwarz algorithm. Top: action potential. Bottom:
1% error region.

line). It appears that the convergence in u is faster than the convergence in ue, a feature confirmed
by numerical experiments that will be presented. The great accuracy provided by the interface
matching conditions can be appreciated in figure 2 (right), where we plot the 1% error region for
a 2D test case, where only 2 iterations of the OSM are run per time step.
The performance of the algorithm can further be enhanced by solving the interface problem by
a Krylov acceleration method where the OSM acts as a preconditioner, and the matrix-vector
products require the solution of the subdomain subproblems. In figure 3 we plot the results for a
3D idealized geometry, where the Krylov method shows its reliability even with a coarse tolerance.
Whatever the choice (OSM in iterative form or Krylov acceleration), the local subproblems can be
solved in parallel, with the Monodomain-based preconditioner.

326



Figure 3: Action potential propagation in a Bidomain simulation uBido and errors uBido − uOS
for different algorithms and stopping criteria to compute uOS . Left to right: Krylov (ε = 1e− 3);
OSM (ε = 1e− 3); OSM (4 iterations). Top: t = 7 ms, bottom: t = 25 ms.

4 CONCLUSIONS

The model-based preconditioner introduced in [1] proved to be effective in terms of both iteration
counts and CPU time, and its performance is optimized by the parameter λ∗ provided by the ex-
plicit formula (3) given in [2]. The preconditioner parallelization is currently under investigation,
and in this direction, the Optimized Schwarz Method introduced in [3] proved to be very robust in
terms of mesh size and fibers orientation. The latter can thus be the core of a parallelization strat-
egy where the matching conditions on the interfaces between subdomains are given by the OSM,
while the single subproblem is solved using the Monodomain-based preconditioner: numerical
aspects of this approach will be discussed.
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ON SOME NUMERICAL ASPECTS OF AN ACTIVE STRAIN
FORMULATION IN CARDIAC MECHANICS

A. Quarteroni†,‡, S. Rossi† and R. Ruiz-Baier†
†Modeling and Scientific Computing, MATHICSE, École Polytechnique Fédérale de Lausanne,
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SUMMARY

We are interested in analyzing a particular model in cardiac mechanics, where the material law
consists in the Holzapfel-Ogden law accounting for the passive mechanical properties of the tis-
sue, and the Euler-Lagrange equations for minimization of the total energy are written in terms of
an active and a passive deformation factors, where the active part is supposed to depend internally
at the microscopic level, on the electrodynamics and specific orientation of the cardiac cells. We
have found that such formulation leads, in particular, to a naturally well-posed problem associated
to a generic Newton iteration of the linearization process, and we further observe that the stability
of the solution depends on the values assumed by the active strain function. Some numerical ex-
periments illustrate the adequateness of the model along with the good properties of the proposed
method.

Key Words: Active strain formulation, cardiac electromechanical response, finite elements.

1 Introduction

Studying living soft tissues presents several challenges ranging from anisotropy, nonlinearities
of varied kinds, geometrical complexity, heterogeneities, and so on. From the viewpoint of the
solid mechanics analysis, these can be viewed as anisotropic hyperelastic materials, since they
can experience non-linear elastic large deformations both under normal physiological conditions
and during injury. One of the most appealing subjects is without doubts the modeling of cardiac
tissue. In order to obtain fairly reasonably results, the governing equations should be cast in the
framework of nonlinear elasticity (no assumption of infinitesimal strain), using an anisotropic
description of the collagen fibers compound that form the tissue. An additional assumption widely
accepted in the vast majority of the related literature, is that the material can be considered as
incompressible, given that the heart muscle is made mainly of connective tissue, cardiac cells, and
extracellular matrix filled with fluid, that consist essentially of water.

2 Mathematical model for cardiac mechanical response

By x we denote the present position in Cartesian coordinates of a material particle (in a d− di-
mensional bounded body B) that was originally placed at X in the undeformed frame of reference
Ω ⊂ Rd, d = 2, 3. The deformation of the elastic body is defined using the smooth one-to-one
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Figure 1: Bi-ventricular geometry with fibers’ distribution.

map ϕ : Ω→ B ⊂ Rd, ϕ(X) = X+u(X), where u denotes the displacement vector u = x−X.
The main measures of deformation, from which we start the derivation of re remaining strain mea-
sures, are the deformation gradient tensor F, and the right and left Cauchy-Green stretch tensors
C, B defined as

F = I +∇u, C = FTF, B = FFT , (1)

where I is the second-order identity tensor, and ∇ stands for the gradient with respect to material
coordinates. By J = det F we denote the volume map.

2.1 Modeling of passive myocardium

We consider the material as hyperelastic, and hence the measures of stress are obtained by dif-
ferentiating certain (material-dependent) elastic strain energy potential W with respect to strain.
In principle, to assure incompressibility of the material (where only isochoric behavior is al-
lowed), we follow the approach in which the strain energy is assumed to take the form W iso =
W(u)− p(J − 1), where p = p(X) is the Lagrange multiplier arising from the imposition of the
incompressibility constraint J = 1 (conservation of mass), and which is usually interpreted as the
hydrostatic pressure field. We focus our attention on a specific material law for the pericardium,
proposed by Holzapfel and Ogden [3], which takes into account several notable features such as
material orthotropy, invariant-based construction, and that generalizes other similar laws in the
literature. We consider

W(u, p) =
a

2b
exp(b[I1− d]) +

∑
i=f,s

ai

2bi

[
exp(bi[I4,i− 1]2)− 1

]
+
afs

2bfs
exp(bfsI

2
8,fs− 1), (2)

for which the subindexes f and s refer to the local fiber and sheets axes, df and ds, respectively.
Moreover, quantities a, af , as, b, bf , bs, afs, bfs are experimentally fitted material parameters, and
the terms I1, I4,f , I4,s, I8,fs are invariants of the right Cauchy-Green tensor C and the fiber direc-
tions, and are defined as

I1 := tr(C), I4,f := C : (df ⊗ df), I4,s = C : (ds ⊗ ds), I8,fs = C : sym(df ⊗ ds).

Notice that the invariant I1 is the usual first invariant for isotropic materials, whereas the remaining
invariants take into account the contraction in the fiber and sheet directions, and the relative shear
between them [2]. The Cauchy stress tensor then assumes the form

T = a exp(b[I1 − d])B− pI + 2
∑
i=f,s

ai(I4,i − 1) exp(bi[I4,i − 1]2)di ⊗ di

+ 2afsI8,fs exp(bfsI2
8,fs)[df ⊗ ds + ds ⊗ df ].
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The first Piola-Kirchoff stress tensor P(u, p) = ∂W
∂F , represents the force measured per unit un-

deformed area acting on the deformed body B. When B is under a given load ` per unit volume
in the reference configuration, according to the principle of stationary potential energy, the total
energy satisfies ∫

Ω
W(u, p) =

∫
Ω

` · u,

and hence the Euler-Lagrange equations (of finite elastostatics) written in a mixed variational form
read ∫

Ω
P(u, p) : ∇v =

∫
Ω

` · v ∀v ∈ V ,∫
Ω

(J − 1)q = 0 ∀q ∈ Q,
(3)

where V and Q are admissible spaces for displacement and pressure fields, respectively.

2.2 The active strain formulation

Unlike the general approach outlined in the previous subsection, now we assume that that the
deformation gradient F admits a factorization into a passive elastic part acting at a macroscale,
and an active factor at the microscale

F = FpFa. (4)

Similar splitings of the deformation gradient have been proposed, for instance, in the context of
finite elastoplasticity (see e.g. [6]). Notice, however that (4) is not to be confused with the decou-
pling of deviatoric and dilational responses F = FvolF̃, where det F̃ = 1 and so the deformation
induced by Fvol is the only one influencing the changes of volume in the material (see e.g. [6]).
Note also that F is given by the gradient of a vector map, while Fp,Fa are not, in general. We
further stress that, for infinitesimal deformations, the active strain formulation and the one given
in the previous subsection actually coincide (see e.g. [4]). The active part of the deformation is
assumed to take the following form

Fa = I + T f
adf ⊗ df + T s

ads ⊗ ds,

where T i
a = T i

a(X), i = f, s denotes an active strain function that, in the context of a model
coupling the cardiac elastostatics with the electrophysiology, carries the relevant information of
the electrical propagation through the tissue (see [5]). Now, notice that decomposition represents
that an intermediate configuration exists between the actual and the reference configurations. In
such intermediate configuration, the stored energy function is transformed as

Ŵ(F) = JaW(Fp) = JaW(FF−1
a ),

where Ja denotes the determinant of Fa. This transformation has the implication that the good
properties of W (entirely invariant-based, orthotropic, polyconvex, and dependent on physically
meaningful parameters [3]) are preserved in Ŵ .

3 The linearized system

It is clear that for obtaining a numerical approximation of the nonlinear problem (3), a Newton
(or Newton-like) linearization is required. Let us introduce the following linearized problem,
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considered around a generic solution (û, p̂): Find u ∈ V , p ∈ Q such that∫
Ω

2bψ̂(F̂ : ∇u)F̂ : ∇v +
∫

Ω

ψ̂∇u : ∇v −
∫

Ω

pĴF̂−T : ∇v −
∫

Ω

p̂Ĵ(F̂−T : ∇u)F̂−T : ∇v

+
∫

Ω

p̂Ĵ(F̂−T∇uT F̂−T ) : ∇v +
∫

Ω

(T f
a∇udf ⊗ df + T s

a∇uds ⊗ ds) : ∇v = Ru(û, p̂,w),∫
Ω

qĴF̂−T∇u = Rp(û, q),

(5)

for all v ∈ V , q ∈ Q, and where Ru and Rp denote the Newton residuals

Ru(û, p̂,w) =
∫

Ω
` · v −

∫
Ω

P̂ : ∇v, Rp(û, q) =
∫

Ω
q(Ĵ − 1).

Problem (5) holds in particular for the state (û, p̂) = (0, 0), and hence it can be recasted in the
mixed form: Find u ∈ V , p ∈ Q such that

a(u,v) + b(v, p) = F (v) ∀v ∈ V ,
b(u, q) = 0 ∀q ∈ Q,

where the used forms are

a(u,v) := 2ba
∫

Ω
∇ · u∇ · v + a

∫
Ω
∇u : ∇v +

∫
Ω

(T f
a∇udf ⊗ df + T s

a∇uds ⊗ ds) : ∇v,

b(v, q) := −
∫

Ω
q∇ · v, F (v) :=

∫
Ω

` · v − a
∫

Ω
∇ · v,

for all v ∈ V , q ∈ Q. From classical results we know that the conditions for well-posedness
of this problem are continuity and coercivity of a(·, ·) in V , and the fullfilment of the inf-sup
condition for b(·, ·):

inf
q∈Q

sup
v∈V

b(v, q)
‖v‖ ‖q‖

≥ C,

for some constantC > 0. Since in our case b(·, ·) is the usual operator associated to the divergence,
this condition is known to be satisfied. Then, the following results provides the solvability of (5).

Lemma 3.1 Assume that the active stress functions T f
a , T

s
a satisfy the condition

T f
a(X) + T s

a(X) ≥ −1, for a.e. X ∈ Ω.

Then the linearized problem (5) admits a unique solution u ∈ V , p ∈ Q.
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SUMMARY

This paper deals with modeling of the ultrasound axial transmission technique for in vivo cortical
long bone which is known as being a anisotropic solid medium with functionally graded porosity.
The bone is modeled as an anisotropic poroelastic medium using the Biot’s theory. We develop
a hybrid finite element formulation to obtain the time-domain solution of ultrasonic waves propa-
gating in a poroelastic plate immersed two fluid halfspaces. The numerical method is based on a
combined Laplace-Fourier transform which solves the problem in the frequency-wavenumber do-
main. In the spectral domain, as radiation conditions may be exactly introduced in the infinite fluid
halfspaces, only the heterogeneous solid layer needs to be analyzed using finite element method.
Several numerical tests are presented showing very good performances of the proposed approach.

Key Words: cortical bone, ultrasound, poroelastic, spectral finite element method.

1 INTRODUCTION

In recent years, quantitative ultrasound (QUS) has demonstrated its promising potential in as-
sessment of in vivo bone characteristics. For measuring in vivo properties of cortical long bones, a
so-called “axial transmission” (AT) technique has been developed [1]. The axial transmission tech-
nique uses a set of ultrasonic transducers (transmitters and receivers) placed on a line in contact
with the skin along the bone axial axis. The transmitter emits an ultrasound pulse wave (around
250 KHz-2 MHz) that propagates along the cortical layer of bone.

Mechanical modeling of this experiment deals with considering a model describing vibro-acoustic
interactions of a solid waveguide (which represents the cortical bone) coupled with two fluid me-
dia (which represents soft tissues such as skin or marrow). The cortical bone may be described
as plate-like or cylindrical-like structures. Bone is a strongly heterogeneous material with com-
plex structures whose the architecture displays an organization at different hierarchical levels: the
macrostructure (bone), the microstructure (harvesian system, osteon, interstitial tissues) and the
other structures at lower scales. It has been shown that the microstructure of the bone has strong
influence on characteristics of ultrasonic wave propagation. However, for modeling the guided
ultrasonic waves propagating in cortical long bones, most of works has considered cortical bone
as an equivalent linear (isotropic (see e.g [2]) or anisotropic (see e.g [3])) elastic medium.

In this paper, we propose to use a poroelastic model to represent the cortical bone in order to
be able to describe the link between the bone microstructure (bone matrix properties as well as
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porosity) and the time-domain response of ultrasonic wave propagation. For this purpose, we
have developed a semi-analytical finite element method for simulating the transient ultrasonic
waves propagating in cortical bones considered as an anisotropic poroelastic medium. The bone is
assumed to be homogeneous in its axial direction but may be heterogenous in the radial direction.

2 METHOD

Geometrical description and governing equations. Long bone is modeled as 2D solid plate
immersed in two fluid half-space as shown in Figure 1. The upper fluid presents soft tissues and
the lower fluid represents the bone marrow. The thickness of bone player is denoted by h.

e2
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source receivers

Fluid 1 (Ωf
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Solid (Ωb)
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Figure 1: Geometrical configuration of the trilayer model for ultrasound axial transmission test

We use the Biot’s theory of anisotropic poroelasticity to model bone’s mechanical behavior. The
bone layer is assumed to consist of a solid skeleton (of density ρs) and of a connected pore network
saturated by a fluid (of density ρf ). Its mixture density is denoted by ρ, with ρ = φρf + (1 −
φ) ρs where φ is the porosity. The displacement vectors of the solid skeleton and of the fluid are
denoted by us and uf , respectively; the displacement vector of the fluid relative to the solid frame
(weighted by the porosity) is defined by w = φ(uf −us). The constitutive equations for the bone
layer seen as an anisotropic linear poroelastic material may be stated as

σ = C ε − α p , (1)

− 1
M

p = ∇ · w + α : ε , (2)

where σ is the stress tensor and p is the interstitial pore pressure; C is the drained elasticity fourth-
order tensor of the porous material, α is called Biot effective stress tensor, which is a symmetric
second-order tensor and M is the Biot scalar modulus. The infinitesimal strain tensor ε is the
symmetric part of the gradient of us. Otherwise, both fluid media are supposed to be idealized
acoustic fluids. The acoustic wave celeries in these domains are denoted by c1 and c2, respectively.

Neglecting the body forces (other than inertia), the equations describing the wave propagation in
the described coupled system read

1
c2
1

p̈1 − ∇2p1 = Q̇ in Ωf
1 (3)

∇ · σ = ρ üs + ρf ẅ ,
−∇p = ρf üs + k−1 ẇ + b ẅ ,

}

in Ωb (4)

1
c2
2

p̈2 − ∇2p2 = 0 in Ωf
2 , (5)

where Q is the acoustic source; the two tensors k and b are symmetric second-order tensors; the
first one is the anisotropic permeability tensor and the second one is determined from the tortuosity
tensor a as b = (ρf/φ) a .
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At both solid-fluid interfaces, the continuity conditions of fluid pressure and normal stress as well
as the fluid velocity read

p = pi

σnbf
i = −pin

bf
i

(

1
ρi
∇pi + ẅ + üs

)

· nbf
i = 0

⎫

⎪

⎬

⎪

⎭

on Γbf
i for i = 1, 2 , (6)

Computation procedure using spectral finite element approach. The problem presented deals
with solving a system of linear partial differential equations in which the coefficients are homo-
geneous in the longitudinal direction given by x1-axis. Here, we propose to solve the system as
follows: (i) the system of equations is firstly transformed into frequency-wavenumber domain by
using a Fourier transform with respect to x1 combined with a Laplace transform with respect to
t; as a consequence, a one-dimensional system of PDEs with respect to x1 can be established; (ii)
in the frequency-wavenumber domain, the wave equations in two fluid domains (Ω1

f and Ωf
2 ) are

analytically solved providing impedance boundary conditions for the solid domain; (iii) the weak
formulations have been then developed for poroelastic equations in the domain (Ωb) to carry out
finite element equations in (iv) the space-time solution is finally obtained by performing the in-
verse Fourier transform (using FFT technique) and the inverse Laplace transform (using the CQM
technique). The described procedure has been successfully developed in Matlab and validated by
comparing with results obtained by using standard finite element procedure [4].

3 NUMERICAL TESTS AND CONCLUSIONS

Using the proposed approach, we have conducted a parametric analysis in order to study to influ-
ence of the bone’s porosity on the behavior of guided ultrasonic wave in long bones.

We assume that the solid phase of the bone material is transversely isotropic elastic medium which
has cm

11 = 28.7 GPa, cm
12 = 9.1 GPa, cm

22 = 23.6 GPa, cm
66 = 7.25 GPa. The elastic stiffness (C)

and Biot’s coefficients (α, M ) are then determined by using a homogenization procedure in which
the micropores are assumed to be cylindrical inclusions in the working direction of the biological
bone cells (i.e e1-direction) [5]. The fluid phase in bone and both fluid domains are assumed
to be water with the mass density ρf = 1000 kg.m−3 and the bulk modulus Kf = 2.25 GPa.
The thickness of the bone plate is h = 4 mm. The acoustic source excited at emitter (located at
(xs

1, x
s
2) = (0, 2)mm)) has the form: Q(t) = P0 e−4(f0t−1)2 sin (2πf0t), where f0 is the central

frequency et P0 is a constant. For this test, f0 = 1 MHz and P0 = 1 Pa. The response of the
system is measured at 14 receivers located in the upper fluid domain (Ωf

1 ). These 14 receivers are
regularly spaced with a pitch of 0.8 mm and the distance from the emitter to the closest receiver
equals to 11 mm.

Figure 2: Snapshot of fluid pressures in the fluids and pore fluid pressure in the bone

In Fig. 2, we present a snapshot of fluid pressures field (p1 for x ∈ Ωf
1 , p for x ∈ Ωb, p2 for

x ∈ Ωf
2 ). Figure 3 presents a comparison between the seismograms measured at the 14 receivers
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in two cases of bone’s porosity: φ = 5 % and φ = 15%. This result shows that the change of the
bone’s porosity influences not only the FAS (First Arrival Signal) but also reflected and diffracted
waves.
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Figure 3: Normalized acoustic pressures captured at 14 sensors: porosity φ = 5% (blue signals)
and porosity φ = 15% (red signals)

We note that the computation time required for each case presented in Fig. 3 is only about 300
seconds on a personal computer.

4 CONCLUSIONS

The present work shows a efficient numerical method based on the spectral finite element tech-
nique to simulate transient ultrasonic wave propagation in cortical long bones which is consid-
ered as an functionally graded anisotropic poroelastic medium. Such poroelastic model allows
to investigate the influence of the bone porosity as well as of the bone matrix properties on the
characteristics of ultrasonic wave propagation. As the method requires very low computation cost
(even in high frequency domain), it is a powerful tool to carry a study when the solid is considered
to have random material properties. Moreover, this method can be directly used to study the wave
propagation in cancellous bones.
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SUMMARY 
 
In this paper a mathematical representation of the swallowing sound generation and its 
application are discussed. A simple linear time invariant model was assumed to represent the 
pharyngeal wall and tissue which are excited by a train of impulses. It is assumed the pharyngeal 
response is the same for both groups of control and dysphagic subjects but the neural activities to 
initiate the swallow are different between the two groups. Thus, a wavelet basis function was 
chosen to represent the pharyngeal response and the neural impulses were assumed to be related 
to the wavelet coefficients at a specific level of decomposition. The results show the wavelet 
based model complied reasonably well with the physiological characteristics of swallowing 
mechanism, and provided a very strong discrimination between the swallowing sounds of the 
control and dysphagic groups of our study. 
Key Words: Swallowing sound, acoustical analysis, wavelet. 
 
1. INTRODUCTION 
 
Swallowing is one of the most complicated mechanisms in human body. The timing and 
coordination of the swallowing events are important as any slight mismatch in the process may 
result in aspiration (the food drawing into the airway). In recent years, swallowing sound analysis 
has received considerable attention as a non-invasive monitoring tool for swallowing assessment 
[1-3], as well as gaining more insight about swallowing mechanism and its pattern of occurrence 
within the respiratory cycle in both control and dysphagic subjects at different age groups [4-6]. 
However, swallowing sound analysis is still at its infancy stage, and the exact source of 
swallowing sounds is unknown. This study attempts to derive a mathematical model for 
swallowing sound generation and transmission that may shed some light on the cause of the 
swallowing disorders. 
To monitor and assess the factors contributing to swallowing disorders, different specialized 
assessment tools such as videofluoroscopy, fiber-optic endoscopic evaluation (FEES), 
electromyography, pharyngeal manometry, and auscultation are used. While videofluoroscopy 
study (VFSS) is considered as the current gold standard technique for swallowing evaluation, its 
application is limited. It can only be run for a short duration due to the radiation exposure. On the 
other hand, FEES has been reported to be a valid tool for detecting swallowing disorders such as 
aspiration, penetration and pharyngeal residue when compared with VFSS images [7, 8]. 
Meanwhile, acoustical monitoring and analysis of swallowing mechanism has received 
considerable attention as a non-invasive and convenient method for swallowing assessment [2-
4,9-11]. The swallowing sound consists of two distinct segments [12]: initial discrete sound (IDS) 
and bolus transit sound (BTS). IDS occurs during the pharyngeal phase and are related to the 
opening of the upper esophageal sphincter, while BTS occurs during esophageal phase and are 
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the gurgle sounds associated with the peristaltic contraction that pushes the bolus into the 
esophagus. 
While swallowing sounds analysis has been reported to classify the control and dysphagic groups 
with a relatively high accuracy [2,13,14], modeling of swallowing sound generation and 
transmission has not been addressed adequately. In one of our group’s previous works [15] a 
model was introduced in an attempt to explain swallowing sound generation. In that model, 
swallowing sounds were assumed to be produced by exciting the pharyngeal wall structure and 
tissue with an impulse train coming from the pharynx. Having assumed the excitation source and 
the pharyngeal wall structure are independent, the model shown in Fig. 1 was proposed to 
represent the swallowing sound generation. 

 
Fig. 1. Model of swallowing sound production (adopted from [15] with permission). 

 
2. Method 
 
2.1 Data 
Swallowing sound recordings of 5 individuals as the control group were adopted from the 
previous study [15].  The swallowing sounds of 5 dysphagic subjects with swallowing disorders, 
as a result of either brain stroke or traumatic brain injury, were recorded at Riverview Health 
Center, Winnipeg, MB, Canada. All study subjects gave written consent and the study was 
approved by the Ethics Board of the University of Manitoba. As the FEES test was performed, 
the swallowing sounds along with the FEES video data were recorded simultaneously. 
All subjects were fed juice by 5 ml spoon. The swallowing sounds of the control subjects were 
recorded by a Siemens (EMT25C) accelerometer placed over the suprasternal notch of the trachea 
and digitized at 44 kHz; the patients’ data were recorded by a Sony ECM-88B microphone placed 
over the suprasternal notch of trachea and digitized at 44 kHz. 
 
2.2 Modeling 
The swallowing sound can be thought to be the output of a linear and time invariant (LTI) system 
representing the oropharynx muscle and tissue responses to the neural activities that initiate 
swallow, and are represented by an impulse train.  
In the proposed modeling in this paper, it is assumed that the transfer function of the pharyngeal 
walls to the initiating neural pulses is the same for both normal and dysphagic swallows but it is 
the neural pulses, i.e. the input of the system that accounts for the difference between the two 
groups. Therefore, it was assumed that the pharyngeal response (the system transfer function) can 
be suitably represented by a wavelet basis function at a fixed pre-defined level. The selection of 
the type of the basis function is described later. To investigate the feasibility of the above 
modeling wavelet decomposition was applied to the IDS parts of the swallowing sounds of both 
groups. 
The discrete wavelet approximation coefficients different levels of decomposition were 
examined. The Symlet wavelet of order 8 was chosen to be consistent with previous studies [15]. 
It is speculated that the average power of the coefficients at a specific level can mimic the 
impulses applying to the system.  The average power is calculated as the sum of the square of 
magnitude over the length of the signal. 
To find the level of decomposition that can best distinguish between the control and dysphagic 
swallows, a simple classification by setting a threshold were done. For each swallowing sound, 
the average power of the approximation coefficients was calculated at 8 levels of decomposition. 
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The best level was chosen according to the specificity and sensitivity of the classification 
calculated for each level. The classification results of using every one of the 8 levels of wavelet 
coefficient for classifying all the recorded swallows are shown in table I. 
 

TABLE I. The classification results at 8 levels of decomposition. 
level Accuracy Specificity Sensitivity 

1 89.69% 87.50% 92.68% 
2 90.72% 89.09% 92.86% 
3 92.78% 90.91% 95.24% 
4 87.63% 82.26% 97.14% 
5 86.60% 80.95% 97.06% 
6 80.41% 77.97% 84.21% 
7 71.13% 65.38% 94.74% 
8 70.10% 64.56% 94.44% 

 
As demonstrated in Table I, the 2nd and 3rd level can discriminate between the control and 
dysphagic swallows better than the other levels. To display the classification results for all subject 
swallows in the two groups, the average power of the 3rd level coefficients were plotted versus 
that of the 2nd level coefficients (Fig. 2). As it can be seen, these two features can serve as two 
characteristic biomarkers with 100% accuracy in distinguishing the two study groups. It should be 
noted that the accuracy values presented in Table I are when every swallow is considered as one 
individual case; however, in Fig. 2 the average values of the two biomarkers for the swallows of 
each subject are calculated and plotted, which resulted in 100% accuracy in separating the two 
groups. 

 
Fig. 2. The scatter plot of the average power of the control and dysphagic data at two levels of wavelet 

decomposition averaged among each subject’s swallows.. 
 
3. CONCLUSIONS 
 
In this study, the swallowing mechanism modeling was investigated using acoustical analysis of 
the swallowing sound. The proposed model benefits from the known relationship between the 
generated sounds during the swallow and the physiological events caused by the neural circuitry, 
by which the whole mechanism is governed. Therefore, it is assumed that swallowing sound is a 
result of a linear time invariant system (pharyngeal response) excited by a train of impulses 
(neural activities) that may be different between healthy and dysphagic swallows.  
The patients participating in this study lack a controlled, coordinated swallow due to neuromotor 
impairments as a result of stroke or traumatic brain injury that may interfere with efficient food 
processing, delays in initiating swallows, and inefficient oropharyngeal clearance of the 
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swallowed material [4]. Therefore, the wavelet modeling seems to be an appropriate 
representation of the swallowing sound generation. The wavelet based model that takes into 
account the effect of the input is congruent with physiological cause of dysphagia that occurs in 
these patients. 
The proposed linear time invariant model presented in this paper is the first attempt toward 
modeling the swallowing mechanism. The results of this study can be used for developing non-
invasive and relatively simple diagnostic/screening tool. 
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SUMMARY 
     In this paper, conventional cigarette-smoke droplet evaporation and deposition 
patterns in a transient air flow field of a realistic respiratory geometry were investigated 
by numerical simulation using both CFX 12.0 and FLUENT 12.0 (ANSYS Inc., 
Canonsburg, PA) with realistic puffing-waveform inlet condition. Additionally, 
comparisons between steady-state and transient flow fields are provided. Results are 
essential for the prediction of smoking health hazards in the respiratory system, i.e., from 
mouth to lung airway generation 9. 
 
Key Words: Mouth-to-lung, smoking puff inlet, transient, evaporation, deposition, cigarette. 
 
1. INTRODUCTION 
     Smokers inhale a mixture of more than 4000 varyingly toxic substances including carcinogens, heavy 
metals as well as gaseous health-damaging materials [1]. Cigarette-droplet evaporation and deposition 
patterns inside the human respiratory system are essential for the prediction of critical lung sites, potentially 
leading to health hazards. In this paper, such a topic is investigated numerically with realistic boundary 
conditions. 
    The human respiratory model, here from mouth to lung airway generation 9, is the combination of 
mouthpiece geometry (from Virginia Commonwealth University) and a lung airway geometry provided by 
the Technical University Munich (TUM). The 3-D oral cavity geometry was created based on CT data of a 
healthy adult, imaged using a multi-row helical scanner with a slice thickness of 1mm [2]. Image files were 
then converted to a solid body model using the software package MIMICS (Materialise, Ann Arbor, MI). 
The TUM lung airway geometry was segmented using again the commercially available segmentation 
software MIMICS, based on standard CT scans with a resolution of 0.7 mm [3].This allowed up to 9 
generations of the bronchial tree to be realized. The whole geometry is shown in Fig. 1 with extended 
outlets and cigarette-shape inlet. 

 
2. MESH GENERATION AND DEPENDENCY TEST 
      Meshes were generated with the commercial software ICEM CFD v. 12.0 (ANSYS Inc., Canonsburg, 
PA). The unstructured tetrahedral meshes consisted of tetrahedral elements and pyramids elements with 
prism layers near the wall. A mesh independence test was performed using steady flow simulations of air at 
25 oC with an inlet volume flow rate Qin=60ml/s, which is representative of mean flow conditions. Four 
different meshes were generated. The wall boundary conditions were set to be no-slip. The outlet boundary 
conditions are set to be uniform pressures. A specified solver RMS residual is defined as 1e-5. Simulations 
were performed on two local Intel 3.20 GHz processors (Dell Precision T 3500 Desktop) running 64bit 
Microsoft Windows XP with 12 GB memory. Considering four different meshes, the velocity profiles were 
examined at different locations in the human respiratory geometry. A representative comparison is shown 
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in Fig. 2, where Mesh 3 is the final mesh being used which can perfectly repeat the numerical results 
provided by Mesh 4. Specifically, Mesh 3 contains 12,181,689 elements and 3,264,028 nodes. 
     

             
Fig. 1 The human respiratory mouth-to-G9 geometry         Fig. 2 Representative mesh independence test 
 
3. TRANSIENT AIR FLOW IN THE RESPIRATORY SYSTEM 

In order to obtain realistic evaporation results and deposition patterns of cigarette-smoke droplets, a 
realistic puffing waveform was used (see Fig. 3). The transient laminar air flow was numerically calculated 
with a maximum Reynolds number under 2000. The governing equations are provided in Ref. [4]. The 
resulting velocity contours at different cross sections of the respiratory system at t=0.6 s are shown in Fig. 
4. In the oral cavity, i.e., from mouth inlet to vocal fold, the flow field is very complicated. For example, 
recirculating flow occurs near the inside bend of the pharynx as visualized in 3-D in Fig. 4. This region of 
recirculating flow is due to the sudden change of geometry and the inertia of the air flow. Also, jet flow is 
formed near the vocal fold because of the sudden reduction of the local cross sectional area. Additionally, 
secondary flows from mouth cavity to trachea can be observed (see Fig. 4).  

The variation of the transient flow field inside the respiratory system are shown in Fig. 5 from t=0 s to 
t=1.75 s. Also, at peak flow, i.e., at=0.6s, the velocity field appears to be quite similar to the steady-state 
flow field with inlet condition Qin=60ml/s. Thus, for a quick analysis one may just compute the steady-state 
flow instead of a transient flow field at the peak of the inlet waveform. 

      
         Fig. 3 Representative puffing waveform                           Fig. 4 Velocity contours at different cross             
                                                                                                         secions of the respiratory system      
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Fig. 5 Transient flow field inside the respiratory system 

 
 
 

4. DROPLET EVAPORATION AND DEPOSITION ANALYSIS 
Driven by the transient air flow field, cigarette-smoke droplet evaporation and deposition analysis will 

be performed using the ANSYS FLUENT 12.0 one-way coupled method. Discrete Phase Model (DPM) in 
FLUENT 12.0 is used to calculate droplet motion and change in diameter. Specifically, 

                                                                 (1) 

where is the gravity term which can be expressed as: 

                                                                  (2) 

 and and are the densities of particle and gas (i.e. air), respectively.  is the Stokes drag force 

with Cunningham correction factor [5, 6].  is the Brownian motion force modelled via a Gaussian white 
noise module in Fluent 12.0.  

For droplet evaporation, the mass and heat transfer over the whole droplet surface is described in Ref. [7].  
 

5. CONCLUSIONS AND FUTURE WORKS 
    The transient airflow field in a realistic human respiratory system from mouth to lung airway 
generation 9 was numerically calculated for typical puffing inhalation. Flow fields are visualized, i.e., 
secondary flows, inlet jet effect, etc. No significant difference between the transient air flow field at the 
peak of the inhalation waveform and a corresponding steady-state flow field for Qin=60ml/s was observed.  

Droplet evaporation and deposition analysis will be provided as part of the future work.  
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ABSTRACT

This study presents a computational model of the tissues in the human upper airway. Anatomically
and histologically correct data has been used to construct an accurate model of the hard, soft and
fibrous tissues. An open-source finite element library has been used to create an incompressible
quasi-static finite-strain model of the anatomy. Hyperelastic materials describe the behaviour of
the materials. A Hill three-element model is used to represent the active skeletal muscle. A
genetic algorithm has been used to control neural input to the model. Unsteady loading conditions
are considered, and the predicted response of the genioglossus (GG) is compared to experimental
data. Results indicate a good correlation between the predicted and measured response of the GG.
A parametric study is performed to determine the influence of a number of factors on the response
of the GG.

Key Words: Muscle modelling, upper airway anatomy, constitutive model, genetic algorithm

1 INTRODUCTION

Obstructive Sleep Apnoea (OSA) is a pathological disease that afflicts a large portion of the pop-
ulation. The condition involves a partial or complete blockage of the upper airway, resulting
in a restless sleep and, ultimately, a multitude of severe and potentially life-threatening medical
ailments for suffers. There are many mechanisms and factors involved [1], and computational
modelling provides a unique insight into the causes of flow blockage.

Due to the histological and physiological complexity of the anatomy, describing the motion of
the tongue is challenging. A complex interaction exists between the the soft-tissues of the upper
airway and the airflow through the airway. Many of numerical models of varying complexity of
the tongue have been created to date e.g. [2,3]. A major issue with using these models to study
OSA is that they require a fixed contraction history for each muscle group which is defined a
priori. OSA, by nature, occurs under varying conditions, which would be difficult to study with
such a restrictive model. To circumvent this issue, Huang et al. [4], made assumptions that linked
the genioglossus (GG) activation level to the pressure in the oropharynx, so that the response of
the GG is not fixed but changes in response to the airway pressure.

The aim of this study is to understand the response of the GG, the main airway dilator muscle in
the tongue, under various scenarios. To achieve this, an anatomically and physiologically realistic
model of the human upper airway is reproduced. Additionally, a generic method of predicting the
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neural response of the GG during time-dependent pressure of the tongue loading is developed and
comparison of this response with experimental data is made.

2 DATA EXTRACTION AND GEOMETRY RECONSTRUCTION

Geometry from the female subject of the Visible Human Project [5] was extracted using com-
mercial software. This data was used to reconstruct a three-dimensional model of the tongue,
soft-palate and oropharynx. In addition to macroscopic structures, the underlying histology of
each muscle group was extracted.

Figure 1: Anatomy extraction Figure 2: Microscopic histology extraction

A commercial meshing tool was used to reconstruct the geometry using a fully structured mesh.
The tongue, epiglottis, uvula and surrounding hard and soft tissue were accurately represented.

3 COMPUTATIONAL METHODOLOGY

A fully non-linear quasi-static finite element model (FEM) was developed using deal.II, an open-
source FEM library [6]. The incompressible nature of biological materials has been accounted
for using an augmented Lagrange multiplier method, enforced using a Uzawa method [7]. A
frictionless contact algorithm [8] has been included to model sliding contact between the tongue,
hard-palate, epiglottis and uvula. The non-zero stress state [9] in the extracted geometry is ac-
counted for by defining a new initial configuration (IC) from which the total deformation gradient
in the current configuration is computed. The IC is defined in a simplistic manner by applying a
body force to the bodies in the RC and recording this deformed state.

Representative models for each tissue type have been developed. A comprehensive Hill-type
model for muscle tissue [10,11] that accounts for both the passive and active behaviour of mus-
cles has been incorporated into the model. The complex and discontinuous force-length [12] and
force-velocity [13] relationship of the contractile element have been accurately recreated using a
mollifier function. Extrinsic muscle groups are included as external entities in order to reduce ge-
ometric complexity and contribute to the deformation of bodies through the addition of boundary
terms.

A neural input model has been developed to compensate for the scarcity of experimental data
[14,15,16] regarding the neural signals that control muscles in the HUA. The neural input model
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uses an open-source genetic algorithm library [17,18,19] to control the level of activation of spe-
cific muscle groups based on pre-set criterion. The position of a net of points on the tongue as
monitored and movement of the bodies is performed to minimise the distance of these control
points from a specified position in space. As the the evaluation of the GA objective function is ex-
pensive, numerous techniques are employed to restrict the solution space and minimise the number
of evaluations required to attain a optimum neural input.

4 RESULT OVERVIEW

The breathing cycle is emulated through the application of a sinusoidally oscillating pressure load
on the surface of the bodies. Three cycles, with a peak pressure of 350Pa, are simulated. Using
the GA, control over the time- and load-dependent position of a net of points on the tongue is
achieved. Comparison between the case where position attainment and maintenance is required
and when it is not indicates the effectiveness of the GA in controlling the movement of the tongue.
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Figure 5: Goal position attainment and maintenance of rear surface of tongue

The GG activation history for the described case shows a good correlation to the experimental
data. It is observed that the GG acts to prevent movement of the tongue due to the influence of the
applied loading. The contraction level of the GG increases as the pressure load is increased, and
vice versa. Additionally, it is observed that the GG activation history is different under varying
gravitational orientations. This is primarily due to the body force working against the pressure
force in the upright case, while in the supine case gravity and airway pressure both draw the
tongue towards the posterior surface of the oropharynx.

Additional parametric studies involving different loading conditions and material parameters high-
light the role of these factors in terms of their influencing the OSA condition.
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SUMMARY

This work describes a new method to model growth & remodelling (G&R) of the 3D arterial wall.
The formulation describes all changes at the in vivo configuration. Each constituent (i.e. collagen,
smooth muscle cells, and elastin) has its own stress free configuration but is constrained to deform
with mixture. Illustrative results are shown for hypertensive remodeling and responses to flow.
Key Words: constrained mixture model, adaptation, hypertension, growth and remodeling

1 INTRODUCTION

In recent years, modeling of biological growth and remodeling (G&R) has attracted increased at-
tention. Many questions concerning the formulation of constitutive models describing the biome-
chanical behaviour of soft tissue and particulary arteries remain open. Specifically, changes in
blood pressure or flow from normal result in arterial adaptations via G&R processes. The earliest
mathematical models of G&R were mostly focused on kinematical descriptions [1] or variations
of these ideas [2]. Our model follows but extends ideas from [3] based on the concept of evolving
configurations. G&R of arteries is thus described via the turnover of different constituents pos-
sessing different natural configurations and mechanical properties and exhibiting different rates of
turnover that can change with mechanical stimuli [4]. The developed framework is restricted to
elastostatics, but is able to describe 2-D or 3-D behaviours in general. The goal of this work is
to extend prior developments to 3-D. We assume different rates of turnover of individual struc-
turally significant constituents: elastin, collagen (4-fibre families), and smooth muscle cells, each
of which can possess different natural configurations [4]. The production of the constituents is sim-
ulated by allowing normal stresses in the wall as well as shear stresses at the luminal surface of the
artery control kinetic equations for each structurally significant constitutent [3], [5]. Indeed, a del-
icate balance between vasodilators (e.g. nitric oxid) and vasoconstrictors (endothelin-1) released
by endothelial cells influence such turnover. The removal of the constituents is similarly assumed
to be function of wall stress [3], [5]. Illustrative results are shown for cases of sustained reductions
in flow or increase in pressure and compared to prior 2-D results. Close correspondence between
the present 3-D formulation and well established 2-D formulations provide significant confidence
in the extension of the present work to address diverse diseases of clinical importance.
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2 KINEMATICS AND KINETICS

It proves convenient to define different deformation gradients for aspects of G&R. The theory of
evolving natural configurations, as in [4], is used whereby individual constituents are stress-free
only in the natural configuration associated with their time of production. Accordingly, Gk defines
prestretch of the each constituent under which it is embedded in the wall during the G&R, Figure 1.
The deformation gradient from the natural configuration giving the actual stretch of the constituent
produced at the time τ observed at the instant s is Fkn(τ). Moreover, sτF quantifies mappings within
mixture configurations between instants τ and s. The orientation of the constituents in the arterial
wall is usually determined in the actual (in vivo) configuration at the time τ = 0 and we denote it
as mk(0). Total mass M(s) is a sum of mass of elastin and fibrous structures given by

Figure 1: Schema of important configurations

Mk(s) = Mk(0)qk(s) +
∫ s

0
mk(τ)qk(s− τ)dτ. (1)

Herein, mk(τ) is the production / removal term that is function of the change in stress within the
wall and the change of shear stress on endothelial cells. The half-life time of each constituent is
described by the function qk which varies with stretches within fibrous structures.

3 G&R - CONSTITUTIVE RELATIONS

The elastic behaviour of the body is assumed to be characterized by a free stored energy function
W given as a sum of that due to elastin, collagen, and SMC:

W =
Mk(0)
M(s)

qk(s)Ŵ k(Ck
n(0)) +

∫ s

0

mk(τ)
M(s)

qk(s− τ)Ŵ k(Ck
n(τ))dτ. (2)

The distribution of the Cauchy stress, t, within the wall thus depends on three contributions:
1) stress in elastin

te = 2
M e(0)
M(s)

qe(s)F(s)
∂Ŵ e(Ce

n(0))

∂C
FT (s) + pI, (3)

2) stress in the fibrous structures (i.e. collagen and smooth muscle cells)

tk = 2

(
Mk(0)
M(s)

qk(s)F(s)
∂Ŵ k(Ck

n(0))

∂C
FT (s) +

∫ s

0

mk(τ)
M(s)

qk(s)F(s)
∂Ŵ k(Ck

n(τ))

∂C
FT (s)dτ

)
.

(4)
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3) active responses of smooth muscle cells, contributing only in the circumferential direction,

tact = TMφ
m(s)(1− e−C(t)2)λmact

[
1−

(
λM − λmact
λM − λ0

)2
]

(5)

where TM is a scaling factor, φm(s) the mass fraction of SMC at time t = s, λM and λ0

are stretches at which the force generating capacity is maximum and zero, respectively, λmact =
r(s)/rmact(s) where rmact(s) evolves via a first order rate equation.

4 GLOBAL EQUILIBRIUM EQUATION AND RESULTS

We restrict ourselves to an axisymmetric 3D cylinder. Unknowns appearing in the simulations of
G&R are inner radius ri, outer radius ro or wall thickness h, and axial force L. For the solution,
we thus need three equations of which two are equilibrium equations

P =
∫ ro

ri

(tθθ − trr)
dr
r
, and L = π

∫ ro

ri

(2tzz − trr − tθθ) rdr, (6)

and the third equation defines balance of the mass

r2o(τ)− r2i (τ) =
JmM(0)
ρ(τ)πl

. (7)

Here, l is length of the deformed artery and ρ(τ) is the mass density of the wall, which is as-
sumed to be constant during the G&R; trr, tθθ and tzz are radial, circumferential, and axial stress
components, respectively.

Figure 2: Geometric changes of the inner and outer radius in hypertension (50%)

To study the behavior of the model, we simulated G&R for a basilar artery, one of the key vessels
supplying blood to the brain. Material parameters are taken from [7], or calculated to satisfy
equilibrium and ensure normal tissue maintenance. As reported in [6], hypertension causes a
thickening of the wall that tends to restore the circumferential stresses to its normal value. This
long term adaptation is accompanied by an instantaneous increase in both inner and outer radius.
As the G&R advances, however, the inner radius returns to initial value to restore the shear stress
to normal. Results obtained with the present 3D model are compared those from a 2D model [7]
in Fig. 2 for the case of a 50% increase in pressure, that is, hypertension with P = 1.5Ph. An
advantage of a 3-D model is its capability to predict time courses for the unloaded or almost stress-
free configurations (and the associated opening angles), which can be checked experimentally.
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Figure 3: Time course of opening angle and axial stretches

Figure 3 shows changes in opening angle (solid lines) over time for different distributions of elastin
prestretch through the wall (K=0 for constant, K=1 (linear), and K=4 for distribution). Similar to
many reports in the literature, the opening angle first increased, then returned toward baseline.
In addition, Figure 3 also shows the predicted evolution of the in vivo axial stretch (dashed line
and right hand ordinate). As it can be seen, the model predicted dramatic decreases in the axial
stretch (from 1.4 to 1.2). Such reductions in the in vivo axial stretch have also been reported for
hypertension (Humphrey et al., 2009).
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SUMMARY

Using morphological data provided by computed tomography, finite element (FE) models can
be used to compute the mechanical response of bone and bone-like materials without describing
the complex local microarchitecture. A constitutive law is here developed and proposed for this
purpose. It captures the non-linear structural behavior of bone-like materials through the use
of fabric tensors. It also allows for irreversible strains using a plastic material model, allowing
hardening of the yield parameters. These characteristics are expressed in a constitutive law based
on the anisotropic continuum damage theory coupled with isotropic elastoplasticity in a finite
strains framework. This law is implemented into Metafor, a non-linear FE software. Simulations
of cylindrical samples undergoing stepwise compression are presented.

Key Words: trabecular bone, constitutive law, plasticity, anisotropy, fabric.

1 INTRODUCTION

Within the diverse approaches that have been adopted to model trabecular bone remodeling pro-
cesses, most of them are qualified as phenomenological models. They are models whose goal
is to predict the global mechanical behavior (displacement, strains and stresses) of a tissue or an
organ, taking into account the applied loads, its microstructure and the constraints imposed at the
boundaries. Most of these models assume the existence of a given mechanical stimulus (input)
that produces bone apposition or resorption (output) in such a way that the stimulus tends to a
physiological level in the long-term (homeostasis). These phenomenological models are therefore
build on constitutive material laws linking non-local stresses to global strains with internal vari-
ables representative of the evolving local microstructure. These models therefore need not only to
be validated against remodeling data but the global constitutive law itself needs to be validated as
well.

The goal of this work is therefore to present a non-local constitutive law that can be used in bone
remodeling simulations. The constitutive law therefore aims at describing the mechanical behavior
of trabecular bone in the range of small to moderate compressive strains, considering accumulation
of plastic deformation and possible low softening due to small buckling of the microstructure.
Under compressive load, the mechanical behavior of trabecular bone shows characteristics of an
elastoplastic cellular solid, hence, the proposed global mechanical behavior is to be validated
against experimental data obtained for compressive tests of trabecular bone as well as materials
with bone-like microstructure.
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2 METHODS

Theoriginal remodeling law which is proposed is built on a damage/repair model, first proposed by
Doblaré and co-workers [1]. It is enhanced to be coupled to an elastoviscoplastic material behavior
in a finite strains framework. It can therefore capture permanent strains of the tissue beyond the
ones due to the density variation. However, we present here only the purely mechanical part of the
constitutive law, no damage variation due to remodeling is accounted for.

The bone tissue (global level) is considered as an anisotropic “organization” of elastoplastic tra-
beculae (local level). This “organization”, as proposed in [1], is measured through a mean bone
density and its anisotropy uses the concept of fabric tensor [2]. The continuum damage framework
is used not to capture actual damage at the local level, i.e. micro-cracks of the trabeculae, but to
represent the bone macroscopic porosity and therefore measure the volume fraction. In terms of
morphological data provided by computed tomography, damage is therefore to be understood as
a measure of the apparent density of the tissue (ρ̄) while the anisotropy is measured by the fabric
tensor (the fabric tensor̂H is normalized in such a way thattr(Ĥ) = 1). The undamaged mate-
rial is therefore the ideal virtual situation of bone with null porosity and perfect isotropy. We use a
tensor damage variable,d, formulated so that it retrieves an isotropic definition asd = 1−E/E0,
E being the Young’s modulus of the bone tissue andE0 the Young’s modulus of the trabeculae
and depends on the morphological parameters :

d = I − ρ̄βAĤ

whereA is a calibration parameter to retrieve the damage definition in isotropy andβ is defined
so that the tissue young’s modulus is related to the density as :E(ρ) ∝ ρβ

For an elasto-plastic material in an hypoelastic formulation, the basic assumption consists in an
additive split of the strain rate into two parts : an elastic and reversible partD

e and an irreversible
plastic partDp. The constitutive model defines an effective stress,σ̃, acting on the effective
area of the material. The effective stress rate is linked to the elastic strain rate by the generalized
Hooke’s law :

•

σ̃= C : (D −D
p)

whereC is the elastic stiffness tensor. The stress (σ = s+ pI) is obtained by taking into consid-
eration the effect of the structural morphology represented by the damage tensor [3] :

σ̃ = dev(HsH) +
p

1− η
3
dkk

I

where,H = (I − d)−1/2 andη is the degree of anisotropy. This reduces, when an isotropic fabric
is considered, as̃σ = σ/(1− d).

The plastic part of the strain rateDp can be calculated through the normality rule on the plastic
criterion (associated plasticity) expressed in term of effective stress. This is therefore the plastic
criterion one would get from a single trabeculea mechanical behavior. It is here assumed to be
pressure independent and therefore a simple Von-Mises criterion is chosen, leading, when only
isotropic hardening of the internal variable is allowed, to :

D
pl =

3

2

•

λ

σ̃eq
dev(Hs̃H)

where
•

λ is the rate of plastic multiplier and̃σeq is the equivalent stress used for the Von-Mises
criterion.

The constitutive law is integrated in a finite element framework according to an iterative staggered
scheme [4] and is implemented in Metafor [5], a in-house object-oriented finite element code.
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3 RESULTS

This homogeneous formulation has been applied to several materials, all showing bone-like mi-
crostructure. For each type of material, cylindrical specimens were used. Images of the struc-
ture were acquired using a micro-tomographic imaging system. These images were analyzed to
extract the morphological data needed to compute the parameters of the presented constitutive
law. The samples were also compressed along their main axis in a mechanical testing device and
load/displacement data were acquired.

The first material that has been tested is a porous aluminium alloy (Duocel 6101-T6, ERG, Oak-
land, CA). The specimen used (8 mm in diameter and 16 mm in height, with an apparent volume
density of 11.8%) was arbitrarily chosen among 15 compressed and imaged specimens [6]. The
compression was realized in a stepwise fashion from 0% to 16% apparent engineering strain. The
second material is PLA (polylactic acid) foam, i.e. a polymeric foam based on biodegradable and
biocompatible polyester (prepared by the CERM, University of Liège [7]). The specimen used
(8.2 mm in diameter and 12.5 mm in height, with an apparent volume density of 15%) was com-
pressed from 0% to 42% apparent engineering strain. The last material presented is cancellous
tissue of a deer antler [8]. The specimen used (7.8 mm in diameter and 11.96 mm in height, with
an apparent volume density of 18.7%) was compressed from 0% to 4.1% apparent engineering
strain.

The experimental data (Figure 1(a) to (c) - dashed lines) shows that, within the testing range, both
the aluminium foam and PLA foam specimens show apparent yield behavior. However, the tra-
becular antler bone only shows a stiffening of an apparent linear behavior. The three specimens
described earlier were each modeled as cylinders with mechanical parameters (Young’s modu-
lus, yield stress) as found in the literature for their bulk material and morphological parameters
(apparent density and fabric tensor) derived from the CT data. To represent the testing boundary
conditions, a displacement was applied on one side of the cylinder (vertical displacement with free
in plane movement) while the other side of the cylinder was modeled to be in contact (frictionless
conditions) with a rigid plane. On the contact plane, one central node of the cylinder was con-
strained in the horizontal plane to prevent rigid body modes. The computed external force was
finally compared to the experimental one. The morphological data was initially computed as a
mean over the all volume of the specimen. However, such a model allows only for the represen-
tation of the linear apparent behavior and of the apparent yield stress value (Figure 1(a) and (b)
- plain black line). When extracting morphological data on smaller regions of interest (ROI), the
apparent yield strain is retrieved as well (colored plain lines on the same figures). When using up
to 16 divisions per specimen, one can also retrieve the early post yield behavior showing apparent
softening of the specimens. For the trabecular antler bone (Figure 1(c)), increasing the morpho-
logical accuracy allows a better representation of the out-of-linearity apparent behavior. While the
simulations using a large number of ROI show promising results, some effort has still to be done
on the convergence rate of these simulations as the softening is no well accounted for numerically.

4 CONCLUSIONS

We presented a homogeneous constitutive law based on morphological data acquisition. It pro-
vides a non-linear model of the mechanical response of bone-like materials, accounting for early
post-yield behavior of the structure. This constitutive model has been applied to three materials
presenting bone-like morphology undergoing stepwise compression. Using this model for mor-
phological data extracted for regions of interests small enough, one can retrieve not only the linear
behavior of the structure but also the apparent yield stress and strain and early post yield softening.
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(a) Aluminium alloy
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(c) Trabecular bone of deer antler

Figure 1: Computed (plain lines) and experimental (dashed lines) forces [N] vs. compressive
engineering strains [-]. plain black : morphological data is computed for 1 ROI per sample ; plain
blue : morphological data is computed for 8 ROI per sample ; plain red : morphological data is
computed for 16 ROI per sample
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SUMMARY

In this study, we extend our previous coupled fluid-solid ventricular models of the left ventricle
to understand the influence of varied hemodynamics on tissue strain heterogeneity. As tissue con-
traction is strongly dependent on fiber strain via the Frank-Starling mechanism, the heterogeneity
introduced by ventricular hemodynamics can significantly alter contractile behavior. In this paper,
we investigate this effect by coupling our previous fluid-solid model of the heart to Windkessel
models of the circulatory system. This integration is handled seamlessly through the introduction
of Lagrange multipliers (LM). A novel plural cavity / pericardial model is also purposed based on
a total heart volume constraint. The new model is then used to quantify the influence of length
heterogeneity on cardiac contraction.

Key Words: Blood flow, cardiac tissue mechanics, ALE Navier Stokes, fluid-solid coupling.

1 INTRODUCTION

Cardiac pump function in the left ventricle involves a tight coupling between blood flow and tissue
mechanics, where crossbridge cycling translates into tissue contraction and ventricular outflow.
While the influence of tissue on blood flow is straightforward to see during systole – where tissue
is actively squeezing blood into the systemic circulatory system – the influence of blood flow on
tissue mechanics is less clear. In fact, traditional cardiac models often treat the influence of blood
flow in the left ventricular chamber as a homogenous change in pressure [3].

While intraventricular fluid pressure does represent the dominant force transferred to the tissue,
the pressure is seen to vary through the chamber during both diastole and systole. Moreover, the
dynamic movement of blood yields local heterogeneities in tissue deformation during diastole,
making the stretch observed in the heart wall inhomogeneous [6]. While this may have minor
implications on the characteristics of diastole, the subsequent contraction of the tissue may be
significantly impacted. This is due to the Frank-Starling mechanism, which adapts the strength of
contraction to the volumetric load on the heart through length dependent cellular mechanisms.

In this paper, we investigate the influence ventricular flow and heterogeneity on systolic con-
traction and subsequent cardiac efficiency. To accomplish this, our ventricular model previously
introduced in Nordsletten [6] is coupled to Windkessel models of the circulatory system, allowing
multiple beat simulations with varied conditions. A novel plural cavity / pericardial model is also
introduced to provide more accurate exterior constraints on the heart. With these added tools, we
quantify the impact of blood flow on cardiac performance, considering different heart rates and
flow conditions. Finally, these results are compared with classic solid mechanical simulations,
providing insight into the mechanical impact of blood flow on tissue behavior.
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2 METHODS

The dynamicsof blood flow and tissue movement are governed by the conservation of mass and
momentum, see equation (1), over the respective fluid and solid domains, denotedΩf andΩs (see
cf. [5, 6] for further details). Here an arbitrary Lagrangian-Eulerian (ALE) approach is followed
for the fluid and a Lagrangian approach for the solid, both of which relate the current physical
domainsΩf (t) andΩs(t) at a timet to reference domains, denotedΛf andΛs [2, 1, 4].

ρ ∂t (vJf ) + Jf∇x
·
[

ρ(v −w)v + pfI − µ(∇
x
v + v∇

x
)
]

= 0, on Λf , (1a)

Jf∇x
· v = 0, onΛf , (1b)

Js∇x
· σs(u) − ∇

x
ps = 0, onΛs, (1c)

∂t(Js) = 0, onΛs, (1d)

Hereρ is the blood density,pf the blood pressure,µf the blood viscosity,v the blood velocity,
w the ALE domain velocity,Jf the determinant of the Jacobian mapping onΛf , σs(u) is the
non-hydrostatic component of the tissue Cauchy stress,ps is the hydrostatic pressure, andJs the
determinant of the Jacobian mapping onΛs.

Due to the relative dominance of fluid momentum and the large strains observed in heart tissue,
the myocardial model used in this work followed the formulation of Nash and Hunter [3]. The
non-hydrostatic Cauchy stress may be characterized by two tensor components,σs = σp(u) +
σa(λf ), whereσp denotes the passive tissue properties andσa the active contraction properties.
Importantly, the behavior ofσa depends upon the local length change along tissue fiber directions,
λf (see Nordsletten [6]). This important link couples diastolic inflow to the subsequent systolic
outflow.

The fluid and solid models were coupled along the endocardial boundary using the LM approach
outlined in Nordsletten [5]. Briefly, this approach introduces a LM,λ, along a common interface,
ΓI (see figure 1(a)). This variable acts to transfer force between domains while allowing the
additional constraints of kinematic continuity to be included.

Windkessel Model of the Circulatory System

To incorporate the influence of the circulatory system, the left ventricular model was coupled to
a Windkessel model based on the work of Shi [7]. This model relates flow rate in compartments
of the vasculature to the drop in pressure using circuit analogues. To enable seemless linking to
the ventricular system, the mitral and aortic boundaries of the model (seen in figure 1(a)) were
constrained to match a velocity profile outlined in our previous work using anL2-projection along
the boundary [6],i.e.

(

φmv, y
)

Γmv
=

(

vmv, y
)

Γmv
, ∀y ∈ Vh,

(

φav, y
)

Γav
=

(

vav, y
)

Γav
, ∀y ∈ Vh, (2)

whereφmv andφav denotes the mitral and aortic profiles,vmv andvav the profiles previously
described [6],Γmv andΓav the respective mitral and aortic valve boundaries, andVh the test
space for each velocity component. The velocity is then constrained so thatv|Γk

= φknk (for
k = mv, av). While the profile was prescribed (with nodes prescribed as algebraic sums of their
neighbors bar a single node left free), the magnitude (and thus the flow rate) of the profile was
free. To link the mitral and aortic valves to the Windkessel model, two LMs were introduced,
λmv andλav, which may be interpreted as pressures. These variables are introduced weakly at the
boundary,i.e.

(

λmvnmv, y
)

Γmv
,

(

λavnav, y
)

Γav
, (3)
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enabling the addition of constraints linking pressure and flow rate conditions to the Windkessel
model,

(

r, ∂t[v · nmv]− γD[λmv + pla]
)

Γmv
,

(

s, ∂t[v · nmv]− γS [λav + pa]
)

Γav
. (4)

Here(λmv, λav, r, s) ∈ R are real constants in time,pla is the left atrial pressure of the Windkessel
Model,pa the aortic pressure,γD is a constant relating the pressure-flow relation during diastole
(and zero otherwise), andγS is a constant relating the pressure-flow relation during systole (and
zero otherwise). Note that the integral ofv ·nk across the valve plane is equivalently the flow rate.

Plural Cavity and Pericardial Model

A key constraint to the ventricle is the surrounding pericardial sac and plural cavity, both of which
constrain free motion of the ventricle. The stiff constraint of the pericardium limits substantial
increases in volume in the normal heart, while the surrounding tissues resist outward movement.
To incorporate these effects, a LM was introduced,λE , along the epicardial boundary of the solid
wall (denotedΓE , see figure 1(a)),i.e.

(

λEnE , y
)

ΓE

, (5)

enabling the addition of a constraint linking the volume of the heart chambers to that of the ven-
tricular model,

(

t, u · n − Vh + Vo

)

ΓE

= 0 (6)

Here (λE , t) ∈ R are real constants in time,Vh is the summed volume of the atria and right
ventricle (derived from the Windkessel model) andVo is the reference volume. As a consequence,
force on the ventricle is preferentially introduced as the heart wall deforms in the direction of the
boundary normal.

Finite Element Formulation

The system is broken down using finite elements as outlined our previous work [5]. With the
additional constraints, this involves finding(v,u) ∈ V

h × U
h, (pf , ps) ∈ Wh

f ×Wh
s , λ ∈ M

h,
(λmv, λav, λe) ∈ R at each time step, such that,

∂t
(

ρfv, y
)

Ωf

+
(

∇
x
· ρf [v −w]v, y

)

Ωf

+
(

µD, ∇
x
y
)

Ωf

−
(

pf , ∇x
· y

)

Ωf

+
(

qf , ∇x
· v

)

Ωf

+
(

λ, y
)

ΓI

+
(

λmvnmv, y
)

Γmv
+

(

λavnav, y
)

Γav

+
(

σs(u), ∇x
z
)

Ωs
−

(

ps, ∇x
· z

)

Ωs
+

(

qs, Js − 1
)

Ωs
−

(

λ, z
)

ΓI

+
(

λEnE , z
)

ΓE

+
(

q, v − ∂tu
)

ΓI

+
(

r, ∂t[v · nmv]− γD[λmv + pla]
)

Γmv

+
(

s, ∂t[v · nav]− γS [λav + pa]
)

Γav
+

(

t, u · nE − Vh + Vo

)

ΓE

= 0, (7)

for every (y, z) ∈ V
h × U

h, (qf , qs) ∈ Wh
f × Wh

s , q ∈ M
h, and(r, s, t) ∈ R, whereVh,

U
h, Wh

f , Wh
s andMh are appropriately selected spaces (see [5]). The governing system may

be written in block matrix form, exhibiting classic saddle point structure. The system was solved
using a preconditioned iterative solver which first solved for updates to the LM variables and,
subsequently, updates to the kinematic variablesv,u.

3 RESULTS & CONCLUSIONS

The fluid-solid coupled model outlined above enables novel investigations into the mechanics of
the heart during diastole and systole, see figure 1(b). Most importantly, the model links hemody-
namic effects to the ventricle, allowing the characterization of hemodynamic influences on cardiac
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(a) Schematic of Coupled System. (b) Simulation of Inflow.

Figure 1: (a) Schematic of the integrated 3D fluid-solid model with Windkessel model. Note
the models are Linked both along the valve planes as well as the total volume constraint (6), (b)
simulation of filling illustrating heterogenous deformations in the heart wall (colored according to
λf ) – fluid streamlines are colored according to velocity magnitude.

efficiency and function. In this study, we focused on understanding the influence of ventricular
hemodynamics during diastole on contraction. Diastolic filling was seen to result in heteroge-
neous deformation of the heart wall, yielding spatial variations in active tension. These effects
were investigated and quantified for various heart rates, illustrating the impact of hemodynamics
on ventricular contraction and cardiac efficiency.
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SUMMARY 

 
Bi-directional Glenn (BDG) is one of the stages for Total Cavopulmonary Connection (TCPC), 

the palliative repair for single ventricle heart disease. Pulmonary Vascular Resistance (PVR),  and 

blood oxygen saturation, are some important hemodynamic parameters that determine the 
outcome of BDG patients. The contribution of Superior Vena Cava flow to total Caval flow is 

determinant to identify ventricle overload in this patients. The aim of this work is to develop a 

mathematical model to understand hemodynamics of BDG with changes in PVR to identify if the 

contribution of SCV flow to total caval flow.     
 

Mathematical analysis is performed according to PVR increments as a percentage from baseline. 

The model proposes an increment in PVR while total body oxygen consumption (VO2) remains 
constant. At baseline conditions (normal PVR), the contribution of SVC flow to total flow is 

about 50%. Once PVR increases, SVC flow decreases in a rapid rate. For a PVR increase of 50%, 

ventricle overload will be 10%.   
 

In this analysis an increment in PVR will produce a change in blood flow distribution, in order to 

maintain oxygen consumption constant in the upper and lower body.  The model is being used to 

understand the effect of altitude on BDG's outcome. 
 

Key Words: Bidirectional Glenn, Pulmonary Vascular Resistance, Oxygen saturation. 

 
 

 

1. INTRODUCTION 

 

In the normal heart, the systemic and pulmonary circulations are in series, each supported by a 
dedicated ventricle. In patients with a functionally single ventricle the systemic and pulmonary 
circulation are in parallel, with mixing of circulations within the heart [1]. The Total 
Cavopulmonary Connection (TCPC) [2,3] is the preferred surgical palliative repair for single 
ventricle heart disease [4]. The TCPC involves the three staged anastomosis of the venae cavae 
to the pulmonary arteries (PAs) such that the damaged side of the heart is bypassed to prevent 
the mixing of oxygenated and deoxygenated blood inside the heart [5,6]. The first surgery is the 
Norwood procedure which is a creation of a systemic to pulmonary fistula is known as SP1 
(stage one palliation). The Bidirectional Glenn (BDG), known as SP2 palliation, consists on the 
anastomosis of the superior vena cava to the pulmonary artery to assure blood flow through the 
lungs to be oxygenated. If the patient’s adaptation is adequate, the completion of SP3 palliation 
is the TCPC, performed to establish a circulation similar to normal circulation in series (figure 1).  
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Figure1. Stages for the TCPC. SP1: Norwood procedure, SP2: Bidirectional Glenn (BDG), SP3: Total Cavopulmonary 
Connection (TCPC). 

 
Although BDG is performed to reduce ventricle overload, because of persistent cyanosis, 
adequate systemic oxygen delivery requires an elevated cardiac output and that end-diastolic 
volume remains above normal levels [4]. In some cases as increment in PVR due to hypoxia or 
high altitude adaptation, ventricle overload can be a fatal condition for ventricular function. The 
contribution of Superior Vena Cava (SVC) flow to total Caval flow is a determinant parameter to 
identify ventricle overload in BDG patients. Ventricular function is one of important parameters 
to evaluate outcome of BDG procedure and is the risk to which the myocardium is exposed [4]. 
 
The objective of this study is to implement a mathematical model of BDG circulation to 
understand the effect of increased PVR in the contribution of Superior Vena Cava flow to total 
Caval flow. 
 
2. MAIN BODY 

 

A mathematical model is proposed where increments in PVR are set while oxygen consumption 
remains constant. Blood flow distribution is obtained for each increment in PVR to quantify the 
contribution of SCV flow to total caval flow. The hypothesis is that increment in PVR is going to 
change blood flow distribution, in order to maintain oxygen consumption (VO2), instead of 
remaining constant as determined by body surface area (BSA) and age, as proposed in [7]. 
 
In figure 2 a circuit of a normal heart and a BDG repaired heart are shown.  
 
Cardiac output is calculated using catheterism data from the patients, prior to BDG surgery and 
with equations using the s-factor for correction of numerical calculations for oxygen 
consumption [8].  
 
Cardiac Output is calculated as follows: 
 

     
   

                
 [l/min] 

 
Where VO2 is the oxygen consumption in ml O2/kg, CaO2 is the arterial oxygen content and CvO2 
the venous oxygen content in ml O2/100 ml blood. 
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Fig 2. Circuit diagram of normal circulation (a) and BDG circulation (b). PVR: pulmonary vascular resistance, SSR=SVR: 
systemic vascular resistance for the inferior body, ISR=SVRs: systemic vascular resistance for the superior body, RA: 
Right Atrium, LA: Left Atrium, LV: Left Ventricle, IVC: Inferior Vena Cava, SVC: Superior Vena Cava. Arrows indicate 
flow direction. 

 

Resistances [HRU] within the circuit are calculated with the equations: 
 

        
       

  
,          

       

    
,          

       

    
 

 

Where PVR is pulmonary vascular resistance, SVRl: systemic vascular resistance for the lower 
body, SVRu: systemic vascular resistance for the upper body, PPA: Pressure in Pulmonary Artery, 
PLA: Pressure in Left Atrium, PAo: Pressure in the Aorta, Qivc: Inferior Vena Cava flow, Qsvc: 
Superior Vena Cava flow and Qp: pulmonary flow. 
 
With a sensibility analysis flow split is determined through SVC and IVC depending on the 
increment in PVR as a percentage of SVRl (figure 2a).  SVC contribution to total caval flow and 
blood oxygen saturation are calculated for each PVR increment (figure 3). 
 

 
 
Fig 3. SVC flow and and Oxygen saturation with variation of superior resistance. Qsvc/Qs refer to 
superior vena caval flow of total caval flow. 

 

At baseline conditions of PVR and blood oxygen saturation for a BDG patient, the contribution of 
SVC for to total flow is 50% (see figure 3 at 0% PVR increase). Once PVR increases, SVC flow 
starts to decrease in a rapid rate as shown in figure 3. In this stage for an increasing PVR of 50%, 
the caval flow would decrease in 10%.  
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3. CONCLUSIONS 

 

At baseline conditions of PVR and blood oxygen saturation for a BDG patient, the contribution of 
SVC to total caval flow is 50%, which is the optimum percentage for a patient in these conditions 
to avoid ventricle overload and guarantee acceptable blood oxygen saturation. Once PVR 
increases, SVC flow starts to decrease at a rapid rate. With a PVR increase of 50%, SVC flow 
would decrease by 10%, resulting in an undesirable ventricle overload.  
 

As a consequence an increment in PVR will produce a change in blood flow distribution, in order 
to maintain oxygen consumption constant in the upper and lower body.  
 
To complement these results, a this mathematical model must be expanded to take into account 
changes in oxygen extraction rate (OER) and blood oxygen saturation (SO2) with increases in PVR. 
It is believed that under these conditions, PVR will reach a point where oxygen consumption will 
be impeded due to extremely low mixed venous oxygen saturation.   
 
This model is being used to understand the effect of altitude on individual BDG's outcome 
employing patient’s specific data. 
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1 Introduction

Carotid artery stenting (CAS) is emerged as a safe and cost-effective treatment of carotid artery
(CA) stenosis [1]. However the long-term efficacy of CAS is under clinical evaluation and, in
particular, the role of in-stent restenosis (ISR) is not clear. More data and dedicated studies are ne-
cessary to elucidate the mechanisms of ISR and their relation with the novel carotid stent designs.
Experimental evidence shows that ISR is related to vessel wall injury and numerical simulations
can play a key role supporting the assessment of the vessel wall distribution after stent implant. In
this scenario, the modeling of the vessel wall mechanics is an important issue which can influence
the stress calculation. In this study, we evaluate the impact of constitutive vessel modeling on the
vessel wall stress distribution computed through patient-specific finite element analysis (FEA).

2 Materials and Methods

2.1 CA Model

We base the CA model on DICOM images of a neck-head Computed Tomography-Angiography
(CTA) performed on 70 years-old female patient. The CTA scan is performed at IRCCS San Mat-
teo in Pavia, Italy, using a Somatom Sensation Dual Energy scanner (Siemens Medical Solutions,
Forchheim, Germany). We elaborate the images using OsiriX (see figure 1-a); we focus on the
left CA highlighting both the bifurcation lumen and the calcific plaque as shown in figure 1-b. We
then export both lumen and plaque geometry as stereolithography (STL) file format. To create
the CA finite element mesh, we follow a procedure, implemented by Matlab (Matlab, Mathworks
Inc., Natick, MA) and characterized by three main steps: i) definition of vessel wall inner profile
elaborating the lumen surface derived from the DICOM images; ii) definition of vessel wall outer
profile enlarging, in an appropriate way, the inner profile; iii) generation of the mesh between the
inner and outer profile; iv) inclusion of the plaque in the vessel wall model. In particular, through
a dedicated subroutine implemented by Matlab, we create the plaque model by detecting the ele-
ments of the vessel wall mesh enclosed in the 3D surface of the plaque geometry obtained from
the CTA.
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2.2 Stent model

We consider a open-cell stent creating the corresponding finite element model from an high re-
solution micro-CT scan. The stent has a straight configuration with diameter of 9 mm and strut
thickness 0.190 mm.

2.3 FEA of CAS

To investigate the interaction between the stent and the patient specific carotid artery model, we
perform a two-step simulation procedure [2] where the stent deformation is driven by the change
of configuration of the catheter. The simulation is performed using Abaqus/explicit (Dassault Sys-
témes Simulia Corp., Providence, RI, USA) as finite element solver since the numerical analysis
is characterised by non-linearity due to the material properties, large deformations and complex
contact problems.

2.4 Constitutive modeling

To model the mechanical behaviour of the vessel wall, we choose two constitutive models, i.e.
isotropic and anisotropic hyperlelastic. For the isotropic model, we use a second-order polynomial
strain energy function (SEF):

UI =
2∑

i+j=1

Cij(Ī1 − 3)i(Ī2 − 3)j +
2∑

i=1

1
Di

(Jel − 1)2i (1)

where Cij and Di are material parameters; Ī1 and Ī2 are respectively the first and second deviatoric
strain invariants; Jel is the elastic volume ratio.
For the anisotropic model, we use the SEF proposed by Holzapfel et al. [3] and Gasser et al. [4]:

UA = C10(Ī1 − 3) +
1
D

(
(Jel)2 − 1

2
− ln(Jel)

)
+

k1

2k2

N∑
α=1

{
exp

[
k2

〈
Ēα

〉2
]
− 1

}
(2)

where

Ēα ≡ k(Ī1 − 3) + (1− 3k)(Ī4(αα) − 1) (3)

and C01,D,k1,k2 are material coefficients, while N is the number of families of fibers; in our case
N = 2 as we assume two family of fibers; k represents the fiber dispersion, in our case we assume
k = 0 which corresponds to a full anisotropic behaviour; Ī1 and Ī4(αα) are invariants defined as
specified in literature [3, 4]. Starting from the above described two SEFs, we consider the five
model variants: 1) SEF UI with the coefficients reported by Creane et al. [5] (model HI1); ii) SEF
UI with the coefficients reported by Lally et al. [6] (model HI2); iii) SEF UA calibrated on data re-
ported by Sommer et al. [7] for the intact wall (model HA1). Both SEFs are already implemented
in the material model library of Abaqus. In case of model HA1, we implement in Matlab a pro-
cedure to define local coordinate system for each mesh element in order to assign fiber-orientation.

2.5 Post-processing

We evaluate the impact of stenting evaluating the von Mises stress distribution in the post-stenting
vessel as a measure of potential injury induced by the stent apposition to the vessel wall. To
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neglect peak values of von Mises stress, due to local concentration, we consider the 99 percentile
with respect to the pre-stenting vessel volume (i.e. only 1% of the volume has stress above this
value).

3 Results

The result of the CAS simulation for vessel model HA1 is reported in figure 2-a, while in figure 2-b
the von Mises stress (99 percentile) for each model is reported. It is possible to note that isotropic
models HI1 and HI2 provide similar results while the use anisotropic model HA1 provides a
lower stress value.

4 Conclusions

The system under investigation is very complex; to simplify the analysis we neglect axial pre-
stretch, residual stresses and arterial blood pressure. Keeping the highlighted limitations in mind,
we believe that the present study represents a further step towards a quantitative assessment of
the relation between the complex mechanical features of a given stent design and a given patient-
specific anatomy, which could be useful for both procedure standardization and stent design eval-
uation. Clearly, the numerical analysis should be validated and integrated with clinical and bio-
logical considerations based also on the surgeon experience which plays a primary role for the
optimal CAS outcomes.
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Figure 1: Elaboration of CTA DICOM images: a) whole 3D reconstruction of neck-head district
highlighting the region of interest; b) 3D reconstruction of both lumen of left CA bifurcation and
calcific plaque (depicted in white).

Figure 2: a) contour plot of the von Mises stress distribution in the CA wall after the stent apposi-
tion, the results refer to model HA1; b) histograms depicting the maximum von Mises stress value
(99 Perc.) as function of the vessel constitutive model. For both figures, MPa is the stress unit
measure.
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SUMMARY 
 

High order (p-version) finite elements are utilized to study the mechanical response of a healthy 
human coronary artery. The arterial tissue is treated as a layered, anisotropic, nearly 
incompressible hyper-elastic material undergoing large deformations in the physiological 
pressure range. The effect of tissue compressibility, layer thickness ratio, and initial fiber 
orientation on the arterial mechanical response is investigated with emphasis on the reliability of 
the numerical simulations.  
 
Key Words: computational mechanics, p-version, arterial response. 
 
1. INTRODUCTION 
 
The media and adventitia layer’s passive mechanical response is investigated. These are 
represented by a hyperelastic constitutive model constructed as a homogenous isotropic nearly 
incompressible matrix embedded with two families of collagen fibers (see Figure 1). The strain 
energy density function is composed of three parts, an isochoric isotropic and a volumetric 
isotropic Neo-Hookean parts, and a transversely isotropic part representing the collagen fibers. 
 
   (1) 

                                                                                                           

The isotropic part of the SEDF is nearly incompressible: 

 Neo-Hookean SEDF: 

 

   (2)     

 

With 31, cc II  being the first and third invariants of the right             Figure 1: The arterial wall [1] 

Cauchy-Green tensor and κµ /2,2/ 11 == Dc  represent the matrix shear and bulk modulus 
respectively. 

For the transversely-isotropic part of the SEDF two variations are considered [1,2]: 
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   (4) 

 

With 64, cc II representing the stretch in fiber direction for each fiber family.  

For the incompressible limit case 13 →cI  one obtains the same transversely-isotropic SEDF but 

for the nearly incompressible case the two models may result in a different mechanical response. 
The difference between the two SEDF for the nearly incompressible case is investigated. 

 

We will present several numerical simulations to study the human coronary artery, concentrating 
on different modeling issues. Both mono and multi layered models are presented. In Figure 2 the 
boundary conditions and material parameters used to simulate an artery-like structure are shown.  

 

 

 

 

 

 

 

Figure 2: Boundary conditions and dimensions for sample problem presented, material 
parameters taken from [5]  

As an example the radial displacement across the media layer as a function of compressibility 
value for both models is shown in Figure 3. 

 

 

 

 

 

 

 

 

 

 

Figure 3: Radial displacement across the media layer of a coronary artery as a function of matrix 
compressibility (solid line: model (3) dashed line: model (4))  

 

The p-FEM has significant advantages over the classical h-FEM, faster convergence rate, no 
limitation on element aspect ratio and the ability to accurately map the problem geometry. When 
nearly incompressible materials are addressed the p-FEM overcomes the well known locking 

( ) ( ) ( )[ ]{ } 1,11exp2/, 64
6,4

2
22164 ≥∑ −−=

=
cc

canisotropi

i
cicc IIIkkkII

44444 344444 21

ψ

mmL 10= mmD 057.20 =

mmD i 6585.1=

P

00

22

11

11

11

4010

4.1554.3

1.564.0

5

01.001.0

7.227

==

==

==

=

==

==

AM

AM

AM

AM

AM

kk

KPakKPak

KPaP

DD

KPaCKPaC

ββ

VdV /

372



phenomenon with no special treatment required [3]. As an example the convergence in radial 
displacement and circumferential stress for the media layer of a pressurized human coronary 
artery is shown in Figure 4. 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Convergence of radial displacement and circumferential stress (p-FEM and h-FEM) 

Most studies model the arterial tissue as an incompressible material when in fact experimental 
observations [4] suggest slight arterial compressibility. The effect of tissue compressibility on the 
arterial response is investigated. As an example in Figure 5 the effect of compressibility on the 
radial displacement and circumferential stress across the media layer of the human coronary 
artery is shown.   

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Radial displacement and circumferential stress across the media layer as a function of 
compressibility value %100|/| ⋅−= undeformedundeformeddeformed VVVη . 

The media/adventitia layer thickness ratio is usually assumed to be about 0.666 [2,5]. The effect 
of small changes in thickness layer ratio on the global mechanical response is also studied. As an 
example in Figure 6 the effect of layer thickness ratio on the radial and circumferential stress 
across the media and adventitia layers of a human coronary artery is presented.  

P
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Figure 6: Radial displacement and circumferential stress across the media and adventitia layers as 

a function of layer thickness ratio MediaAdventitia thicknessthickness /=ξ . 

 

The study has demonstrated the superiority of the p-FEM over the h-FEM when modeling arterial 
mechanical response. The numerical experiments conducted suggest that even a relatively small 
amount of compressibility (1-2%) has a non negligible effect on the displacement and stress fields 
in the arterial tissue and that the different SEDF's that yield similar results for the incompressible 
case differ in response when compressibility is considered. Structural parameters such as layer 
thickness ratio should be determined as accurately as possible when modeling the arterial 
response. 
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SUMMARY

We investigated aortic wall thickness and mechanical properties at four circumferentially different
regions of the porcine thoracic aorta (anterior, left lateral, posterior, and right lateral sides) using
the inflation test with a stereo vision tracking system. Our results showed that the anterior regions
were significantly thicker but more compliant than the posterior regions. In addition, the mean
circumferential stress was significantly higher at the posterior region in the physiological pressure
range. There were, however, no significant differences in the mean stretch and pressure-strain
elastic modulus among the local circumferential regions.

Key Words: heterogeneous properties, mechanical homeostasis, vascular mechanics.

1 INTRODUCTION

There have been significant advances in computational simulation of blood vessel wall dynamics,
blood flow, and vascular growth and remodeling using medical image-based geometrical models.
Most computational models, however, have assumed that the material properties of a vessel wall
are homogeneous in the circumferential direction. There is a critical need for more experimental
data and general understandings about regional mechanical properties of arterial walls, which can
be used in the prescription of mechanical properties for a patient-specific arterial model. In this
paper, we present our recent experimental study and analysis on circumferential variations in the
thickness and mechanical properties of the porcine thoracic aorta during inflation tests with a fixed
longitudinal stretch, and statistically test multiple hypotheses on mechanical homeostasis.

2 METHODS

Aorta Sample and Inflation Test
Seven porcine thoracic aortas were used for this study. After loose connective tissues around the
aorta were removed and all aortic branches were tied, 550 µm-diameter spheres as markers were
attached along the circumference at the proximal region, avoiding the surrounding region of aortic
branches. The aorta was cannulated and then mounted vertically in a test chamber, which was
filled with 0.9 % NaCl solution. Mechanical testing was performed using a biaxial extension-
inflation test device equipped with a stereo vision system [1]. The aorta was preconditioned and
then pressurized five times at a fixed longitudinal stretch ratio of 1.35 over 10 to 160 mmHg
transmural pressure range. During the inflation test, digital images of the markers affixed on the
sample were collected from two cameras and pressure values were recorded simultaneously. The
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circumferential sides were identified as anterior, left lateral, posterior, and right lateral regions.
The posterior region of a sample was determined by the vicinity of intercostal arteries, and its
opposite side was the anterior region. The inflation tests were repeated for each local region of
a sample. After the inflation test, the wall thickness was measured at every 45 degree along the
circumference.

Data Analysis
The 3D positions of markers are reconstructed using series of stereo images at the load-free state
and the deformed states during the inflation test, and they are converted to the cylindrical coordi-
nate. The external wall surface of the sample is parameterized using two variables Θ̄ and S̄, which
are convected to the wall surface. Here Θ̄ and S̄ are normalized values of the position of markers
Θ and S in the reference configuration. Variables (Θ, S, R) in the reference configuration and (θ,
s, r) in deformed configurations are expressed as functions of Θ̄ and S̄. Four variables R, s, θ and
r are approximated by finite series of continuous base functions of Θ̄ and S̄

Φ̂(Θ̄, S̄) =
nu∑

j=1

αjφj(Θ̄, S̄) (1)

where αj are parameters and nu is the number of degree of the base function φj , which are defined
as combinations of Legendre Polynomials of Θ̄ and those of S̄. Parameters αn for each approx-
imation function are estimated by the least squares optimization that minimizes the difference
between the approximation and the experimental data.

In a convected curvilinear coordinate system, the 2D deformation gradient F of the surface is
given by F = gi ⊗Gi for i=1, 2, where ⊗ denotes the tensor product and the subscripts 1 and 2
denote circumferential and longitudinal directions, respectively. The components of the deforma-
tion gradient can be obtained by Fpq = êp ·FÊq, where Êq and êp are the local orthonormal base
vectors in the reference and deformed configurations, respectively. The wall thickness h during
the inflation test is calculated by using the incompressibility condition ((h/H0)detF = 1), and
thus h = H0/(F11F22 − F12F21), where H0 is the wall thickness in the load-free state. Stretch λi

are calculated by λi =
√

Êi · (FTF)Êi. During the inflation test, the mean radius of the curvature
in the longitudinal direction is much larger than that of the circumferential direction. Therefore,
the circumferential Cauchy stress σ1 for each local region is estimated by

σ1 =
P (r1 − h)

h
. (2)

where r1 is the radius of the principal curvature of the vessel wall in the circumferential direction.
The principal curvature is obtained by using the first and second fundamental forms of the surface
in differential geometry. The stiffness k(Pi), the tangent of the mean stress-stretch curve, for each
local region is computed at the transmural pressure Pi by

k(Pi) =
∂σ1

∂λ1
|λ1(Pi) =

σ1 (λ1 +4λ1)− σ1 (λ1 −4λ1)
24λ1

. (3)

To estimate the structural stiffness during the cardiac cycle, pressure-strain elastic modulus Ep is
calculated by

Ep =
Psys − Pdia

(λsys − λdia) /λdia
(4)

where subscript sys and dia denote the systolic and diastolic condition, respectively. We assume
Psys = 114mmHg and Pdia = 76mmHg.

Statistical significances among the local circumferential regions and between each pair of two
local regions were evaluated by ANOVA and two-sample t-test. The differences were considered
significant if p < 0.05.
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Figure 1: Variation in the thickness of the aortic wall. A: anterior region, L: left lateral region, P:
posterior region, R: right lateral region
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Figure 2: Variations in the mean circumferential stretch (a) and mean circumferential stress (b)
at the transmural pressure of 100 mmHg. Asterisks represent the significant differences (*: p <
0.05, **: p < 0.01)

3 RESULTS

The thickness of the aortic wall varied gradually along the circumference as shown in Fig. 1. For
all samples, the anterior region was the thickest (2.3 ± 0.3 mm) and the posterior region was the
thinnest (1.6 ± 0.2 mm). The ratio of the thickness of the anterior region to the posterior region
was 1.5 ± 0.1.

The mean and standard deviation of circumferential stretches and Cauchy stresses of the aorta for
each local circumferential region were calculated. At the transmural pressure of 100 mmHg, there
was no significant difference in mean stretches among local regions in statistical analysis (Fig. 2a),
but the mean stresses of the posterior region (132.52 ± 21.03 kPa) and left lateral region (117.56
± 16.91 kPa) were significantly higher than the anterior region (95.73 ± 19.26 kPa) (Fig. 2b).

Likewise, the mean stiffness of the posterior region was the highest and that of the anterior region
was the lowest, and the differences increased with the increase of the transmural pressure. At the
transmural pressure of 100 mmHg, there were significant differences between the anterior (460.33
± 132.14 kPa) and posterior (754.40± 114.79 kPa) regions, the posterior and right lateral (566.98
± 79.99 kPa) regions, and the anterior and left lateral (625.28 ± 126.84 kPa) regions (Fig. 3a).

Under a physiological condition, the pressure-strain elastic modulus Ep was determined. There
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Figure 3: Variations in the mean circumferential stiffness (dσ/dλ) at the transmural pressure of
100 mmHg (a) and the mean pressure-strain elastic modulus Ep (b). Asterisks represent the
significant differences (*: p < 0.05, **: p < 0.005, ***: p < 0.001)

was no significant difference among local regions, although there was a small variation as shown
in Fig. 3b.

4 DISCUSSIONS

The present study found that there were significant differences in the thickness, mean stress, and
material stiffness among the local circumferential regions, but no significant differences in the
mean stretch and pressure-strain elastic modulus in the physiological pressure range. These results
imply that the posterior region is thinner but stiffer than the anterior region, so that pressure-strain
elastic modulus, which represents a structural stiffness during a cardiac cycle, becomes relatively
uniform circumferentially.

Guo and Kassab [2] reported the relatively uniform strain along the porcine aorta compare to
arteriole and suggested the existence of a homeostatic state of strain in the cardiovascular system.
In addition, Lillie and Gosline [3] also suggested nearly constant physiological strain of the elastin
along the porcine thoracic aorta. Consistent with those previous studies, our finding supports the
hypothesis of strain homeostasis in the aortic wall.
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SUMMARY

Atherosclerosis is known to occur in a spatially non-uniform fashion within the arterial system.
The patchy nature of the disease is thought to reflect spatial variation in the stresses exerted on the
arterial wall by the flow of blood. Previous studies have highlighted the importance of geometrical
accuracy when analysing flow metrics. This study investigates blood flow numerically within
a realistic representation of the rabbit thoracic aorta and its branches. The vascular geometry
was reconstructed using high resolution CT scan data of a vascular corrosion cast, representing a
significant advance over previous geometric modelling efforts. This study aims to find correlations
between flow and disease maps (previously obtained by associated experimental work), and hence
to contribute to a greater understanding of atherogenesis.

This study investigates blood flow numerically using a spectral/hp element method. It is found
that two Dean-type vortices (associated with a skewed velocity profile) form in the aortic arch and
propagate along the descending thoracic aorta. This results in streaks of wall shear stress (WSS)
similar in nature to the fatty streaks of early stage atherosclerosis observed in mature rabbits. Fur-
ther, it is observed that the local WSS patterns in the vicinity of the intercostal arteries (produced
by the blood entering the the vessels) are superimposed on the streaked macroscale WSS distri-
bution. Such diverse range of WSS environment in which pairs reside may explain variation in
disease reported between branch pairs.

Key Words: blood flow, wall shear stress, atherosclerosis.

1 Introduction

Approximately 40% of deaths in developed countries are due to cardiovascular diseases. Atheroscle-
rosis is an extremely common form of cardiovascular disease characterised by the formation of
lipid rich plaques within the intima of the arterial wall. Such plaques can lead to the stenosis of
arteries, and may eventually rupture causing a heart attack or stroke.

Atherosclerosis is known to occur in a spatially non-uniform fashion within the arterial system.
The patchy nature of the disease is thought to reflect spatial variation in the stresses exerted on the
arterial wall by the flow of blood.

A great number of computational and mathematical studies have attempted to correlate areas of
disease prevalence in arteries with various flow metrics such as WSS [1,2]. Most of these studies
focused on the analysis of blood flow in a range of idealised vascular regions, primarily bends,
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bifurcations and stenoses. Computational studies within such simplified geometries have been
proved to be a useful tool to gain understanding of blood flow physics. However, flow metrics (in
particular WSS [3]) have been shown to depend strongly on subject-specific geometrical features.
Therefore, generating a detailed and faithful computational definition of the vascular geometry is
necessary in order to accurately model blood flow within the arterial system. Here, blood flow in
a highly realistic representation of the rabbit aorta is modelled in order to compare flow features
with disease patterns.

2 Methods

 

 

A 

B 

Figure 1: Images of the resin cast showing:
(A) the aortic arch and (B) a quadfurcation of
the left subclavian artery.

Reconstruction of the vascular geometry
The vascular geometry was obtained from high
resolution (55.2µM) CT scan data of a vascular
corrosion cast (Fig. 1). Approximately 2000 DI-
COM images (9.2 GB) were obtained. There are
over 100 voxels across the 6mm diameter of the
aortic root.

An intensity isosurface was segmented from the
CT scan data using Amira. (Visage Imag-
ing, Inc.). Further processing (cropping un-
wanted arteries, adding flow extensions and sur-
face smoothing) was carried out using VMTK
(www.vmtk.org). A volume mesh was created us-
ing Gambit 2.4.6 and Tgrid 4.0.24 (ANSYS, Inc).
SPHERIGON patches [4] were used in order to
curve the external face of the volume elements. In
terms of combined detail and extent, the resulting
volume mesh shown in Fig. 2 represents a signif-
icant advance over previous geometric modelling
efforts.

The computational domain comprises the ascend-
ing aorta, aortic arch and proximal descending
thoracic aorta of a male New Zealand White rab-
bit. Vessels emanating from the aortic arch (fol-
lowed to at least their second branching genera-
tion) and five pairs of intercostal arteries are also
included.

Numerical methods
Steady state blood flow was modelled using the
steady-state incompressible Navier-Stokes equa-
tions for a Newtonian flow. These equations were
solved using the spectral/hp element Galerkin ap-
proximation [5].

 

Pressure_evolution.fcePressure_evolution.fc
e 
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C 

Figure 2: Images of the volume mesh show-
ing: (A) the aortic arch, (B) quadfurcation of
the left subclavian artery and (C) two inter-
costal arteries.

Blood flow was computed for five different
Reynolds numbers in order to simulate multiple
time points in the cardiac cycle.
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3 Results and conclusions

It is found that two Dean-type vortices (associated with a skewed velocity profile) form in the
aortic arch and propagate along the descending thoracic aorta. The skewness of the axial velocity
results in streaks of low and high WSS (Figs. 3a and 3b). Since atherosclerosis lesions are also
streaked in the descending aorta in mature rabbits (Fig. 3c), the results of this study certainly
support the hypothesis that flow (in particular WSS) mediates the onset of the disease. Further,
it is observed that the local WSS patterns in the vicinity of the intercostal arteries (produced by
the blood entering the the vessels) are superimposed on the streaked macroscale WSS distribution.
Such diverse range of WSS environment in which pairs reside may explain variation in disease
reported between branch pairs.

The results of this study emphasises the importance of geometrical accuracy when computing
vascular WSS distribution. In particular it is showed that small-scale features, such as the cusp
at the attachment site of the ligamentum arteriosum, cause deviations in the WSS of the same
order of magnitude as flow-induced variations. Moreover, the vascular geometry (in particular the
aortic torsion and tapering) may play a significant role in the formation and propagation of Dean
vortices, and hence in determining the localisation of the WSS streaks.

(a) (b) (c)
Figure 3: En face three tone colour maps of WSS (dynes cm−2) in the descending aorta for Re=300
(a) and Re=1300 (b), and en face view sections from the descending aorta of a mature cholesterol-
fed rabbit stained with oil red O dye to identify fatty streaks (c). All data are presented with the
endothelial surface facing upwards. Blood flow is from top to bottom in all images. The disease
maps are unpublished data courtesy of S. G. Cremers, S. J. Wolffram and P. D. Weinberg, obtained
following an identical procedure to Weinberg et. al. [6].

381



REFERENCES

[1] J. Suo, D. E. Ferrara, D. Sorescu, R. E. Guldberg, W. R. Taylor, D. P. Giddens. Hemodynamic
Shear Stresses in Mouse Aortas: Implications for Atherogenesis, Arteriosclerosis, Thrombosis,
and Vascular Biology, 27, 346-351, 2007.

[2] Y. Huo, X. Guo and G. Kassab. The Flow Field along the Entire Length of Mouse Aorta and
Primary Branches, Annals of Biomedical Engineering, 36, 685-699, 2008.

[3] J. G Myers, J. A. Moore, M. Ojha, K. W. Johnston and C. R. Ethier. Factors Influencing Blood
Flow Patterns in the Human Right Coronary Artery, Annals of Biomedical Engineering, 29,
109-120, 2001.

[4] P. Volino and N. M. Thalmann. The SPHERIGON: a simple polygon patch for smoothing
quickly your polygonal meshes, Computer Animation 98. Proceedings, 72-78, 1998.

[5] S. J. Sherwin and E. G. Karniakadis. Spectral/hp Element Methods for Computational Fluid
Dynamics, Oxford University Press, 2005.

[6] S. E. Barnes and P. D. Weinberg. Contrasting patterns of spontaneous aortic disease in young
and old rabbits Arteriosclerosis, Thrombosis, and Vascular Biology, 18(2), 300-308, 1998.

382



2nd International Conference on Mathematical and Computational Biomedical Engineering - CMBE2011

March 30 - April 1, 2011, Washington D.C, USA

P. Nithiarasu and R. Löhner (Eds.)

SwirlGraft versus conventional straight graft as vascular access:
a full CFD-analysis

Koen Van Canneyt?, Gianluca De Santis?, Sunny Eloot??, Patrick Segers? and Pascal
Verdonck?

?Ghent University, IBiTech-bioMMeda, De Pintelaan 185, Gent, Belgium
Koen.VanCanneyt@UGent.be

??Dept. of Nephrology, Ghent University Hospital, De Pintelaan 185, Gent

SUMMARY

Two 3D models of an arterio-venous graft, a connection between an artery and a vein as vascu-
lar access for hemodialysis, were studied. One model of a conventional straight loop graft, the
other of a graft with helical configuration (e.g. SwirlGraft (Veryan Medical, London, UK)). The
statement that the helical design reduces Intimal Hyperplasia (IH) formation was studied by eval-
uating low wall shear stress and high oscillatory shear stress zones next to the helicity flow index.
The IH-inducing zones were reduced but were not eliminated and the helicity of the flow was
increased. The statement that the SwirlGraft avoids stenosis should however be considered with
care in clinical practice.

Key Words: arterio-venous graft, vascular access, CFD, shear stress, helicity.

1 INTRODUCTION

Constructing an arterio-venous graft is one of the choices for long-term vascular access in patients
on hemodialysis as renal replacement therapy. This alternative to an arterio-venous fistula (direct
connection between artery and vein), mostly used in patients with low quality vessels, has however
a high complication rate. Thrombosis due to underlying stenosis account for 80% of graft failure
[1]. These stenoses mostly occur at the venous anastomosis or in the draining vein.
Stenoses at the venous anastomosis are originated from intimal hyperplasia (IH). The hemody-
namic phenomenon of flow disturbance is known as an inducing factor [2]. This can be linked to
low Wall Shear Stress (WSS), high oscillatory shear stress [3] or helicity of the bulk flow [4].
The SwirlGraft (Veryan Medical, London, UK) claims to reduce IH formation by adding a swirl to
the conventional straight graft. This statement is assessed in a full Computational Fluid Dynamics
(CFD) model, including artery, loop graft and vein.

2 MATERIAL AND METHODS

Two full 3D models were constructed in a parametric way, using pyFormex (pyformex.org):

• Straight conventional loop graft,

• SwirlGraft in loop configuration.
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In both models (Figure 1), an artery with 4mm diameter and a vein of 6mm diameter, both 115
mm proximal and 45 mm distal length, were connected with a graft with a 45◦ anastomosis. The
graft had in both cases a diameter of 6mm and a length of 300 mm. The SwirlGraft has a pitch of
70 mm and an amplitude of half the diameter.

Robust mesh sensitivity analysis was performed on the fully conformal structured hexahedral mesh
to achieve results with less then 1% error on the WSS values. For the non-constant inlet case, a
mesh of 1.3 million cells was used. The mesh was refined to a 3.3 million cell count to achieve
reliable results for the non-constant inlet case. Both cases were calculated using Ansys Fluent 12
(ANSYS inc., Canonsburg, PA, USA), with double precision and unsteady (200Hz, even for the
constant inflow).

With both models, two cases were calculated. One with a constant inflow of 600ml/min and one
with a physiological relevant non-constant inflow (264-1500 ml/min, average 600ml/min, 60bpm),
both with a parabolic inlet profile. The distal artery and distal vein outflow was set to 5% and
the flow through the proximal vein was then the other 90%. A shear thinning viscosity model
(Quemada) and a fluid density of 1054 kg/m3 were used.

Figure 1: Overview: Two full 3D models, details of conformal hexahedral mesh and primary
dimensions

The Region Of Interest (ROI) was defined at the venous anastomosis from 8 mm distal to 45 mm
proximal to the center of the anastomosis, as shown in Figure 1. In this ROI, the average WSS
(WSSavg) and the Oscillatory Shear Index (OSI) were calculated. The WSSavg was calculated
from the constant inflow case:

WSSavg =
∣∣WSS

∣∣ (1)

The OSI was calculated for the physiological inflow:

OSI =
1

2
×

1−

∣∣∣∣∣ T∫0 WSS · dt

∣∣∣∣∣
T∫
0

∣∣WSS
∣∣ · dt

 (2)

The areas with low WSSavg and high OSI were calculated in the ROI.
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Next to these factors, the helicity (H) and the normalised helicity (ψ) of the flow were evaluated,
calculated from the Velocity (V):

H = V. (∇× V ) (3a)

ψ =
H

|V | . |∇ × V |
(3b)

By calculating the Helicity Flow Index (HFI) [4], the helicity could be evaluated in a Lagrangian
way:

HFI =
1

Np

Np∑
i=1

1

Nk

Nk∑
j=1

|ψij | (4)

with Np pathlines with each Nk points. In this study, the pathlines starting in the graft at 42 mm
from the anastomosis side were used. For our analysis, 169 paths (Np) with each 300 steps (Nk),
covering the whole ROI, were used.

Post-processing was performed in Ansys Fluent 12, Matlab 7.8.0.347 (MathWorks inc.,Natick,
MA, USA) and Tecplot 360 2010 (Tecplot inc., Bellevue, WA, USA).

3 RESULTS

Figure 2 shows the WSS (left) and the OSI (right) for the region of interest. Zones with low WSS
and high OSI are located at the upper ceiling of the anastomosis and at the heel (entrance of distal
artery) for both cases.

Areas of low WSS and high OSI are shown in Table 1 . A reduction of the area with low WSS and
high OSI can be found comparing the SwirlGraft to the straight conventional graft. In Table 2, the
results for the HFI are shown. A increase in the helicity can be found when a swirl is introduced
in the graft design.

in ROI Conventional graft SwirlGraft Area reduction
WSS ≤ 0.6 Pa 1.04 cm2 0.77 cm2 26 %
WSS ≤ 0.5 Pa 0.86 cm2 0.60 cm2 31 %
WSS ≤ 0.4 Pa 0.67 cm2 0.43 cm2 35 %

OSI ≥ 0.3 1.16 cm2 0.84 cm2 42 %
OSI ≥ 0.2 0.51 cm2 0.39 cm2 24 %
OSI ≥ 0.1 0.25 cm2 0.15 cm2 28 %

Table 1: Areas with low WSS and high OSI in ROI

Conventional graft SwirlGraft Increase in Helicity
HFI 0.282 0.313 11 %

Table 2: Values for the Helicity Flow Index (HFI)
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(a)

(b)

Figure 2: WSS [Pa](a) and OSI (b)

4 CONCLUSIONS

The SwirlGraft effectively reduces low WSS and high OSI zones, but does not eliminate them.
The reduction of WSS temporal gradients can be linked to the increase in HFI as suggested by
Morbiducci et al. [4]. The statement that the SwirlGraft avoids stenoses should however be
considered with care in clinical practice.
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SUMMARY 
 
Coronary artery bypass surgery is a treatment for ischemic heart disease and can increase life quality 
and expectancy. The results after the treatment depend largely on the patency of the bypass grafts, 
which are used to bypass the narrowed arteries on the heart. Long-term patency is mainly determined 
by the progression of atherosclerosis and intimal hyperplasia (IH) within the bypass grafts, which 
are believed to be related to unfavourable wall shear stress (e.g. low and oscillatory WSS) exerted 
on the endothelial cells. To investigate the potential role of hemodynamic forces on the 
endothelial cells and the impact of the severity of the bypassed arterial stenosis on the flow fields, 
we developed a computational model of a LIMA-to-LAD anastomosis region obtained from a 
porcine in-vivo cast. In addition, the same porcine experiment provided the necessary up- and 
downstream boundary conditions for the simulations. The model has been applied to simulate the 
flow field in 5 cases, corresponding with 100, 97, 90, 75 and 0% LAD stenosis, in order to 
quantify the effect of the stenosis on resulting flow fields and on WSS distributions. Low stenosis 
degrees are associated with competitive LAD and LIMA flow and low WSS in the LIMA, which 
might contribute to WSS-related remodeling and suboptimal performance of the LIMA bypass.   
 
Key Words: LIM-to-LAD anastomosis, numerical modeling, CFD, wall shear stress. 
 
1. INTRODUCTION 
 
Atherosclerosis may lead to flow-obstructing stenosis, a problem that frequently occurs in the 
coronary arteries and causes angina pectoris and heart infarction. In order to restore the blood 
supply to the heart, the atherosclerotic coronary arteries can be bypassed by means of a vascular 
graft. This treatment is called coronary artery bypass surgery. Different kinds of vessels may be 
used as bypass graft (vein or artery). In this work, the LIMA graft and LIMA-to-LAD 
anastomosis are studied (host: left anterior descending coronary artery, LAD; graft: left internal 
mammary artery, LIMA). 
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Despite the usually excellent long-term patency of the LIMA-graft, the LIMA-graft may shrivel 
and fail in the late course after the grafting procedure. This so-called ‘string effect’, is more likely 
to occur in conditions of competitive flow, where the native flow is substantial and disturbs the 
flow through the bypass grafts due to a non-significant stenosis [1].   
It is known that hemodynamic forces, principally too low (WSS<±0.4-0.5Pa) and oscillatory 
WSS, may induce endothelial dysfunction and vascular remodeling and promote atherosclerosis 
and IH [2, 3]. In order to assess the susceptibility of the LIMA-graft to narrowing and shriveling, 
more insight has to be acquired in the complex flow field and the induced WSS in the LIMA-
lumen. As WSS is still a challenging parameter to measure non-invasively, numerical simulations 
are necessary.  
 

2. MAIN BODY 
 
2.1  Materials and Methods 
 
2.1.1 3D-geometry 
A LIMA-to-LAD bypass was constructed in a pig [4]. During the procedure, flow and pressure 
measurements were performed in the proximal and distal LAD, and flow was measured in the 
LIMA. Three data sets were acquired, measured when the proximal LAD was completely 
occluded, partially occluded and fully open. Afterwards, the heart was removed from the 
euthanized pig's chest and the LIMA was fixated on the heart in order to preserve the angle 
between LAD and LIMA. Subsequently, a cast was made of the anastomosis region (with non-
occluded LAD). This 3D-cast of the anastomosis region and surrounding vasculature was scanned 
using the micro-CT scanner of the Ghent University Centre for X-ray Tomography. Out of the 
resulting CT-images, a digital  model (STL) was created using Mimics (Materialise, Belgium). 
The resulting basic model counted 2 circular inlets (LIMA and proximal LAD), and 13 circular 
outlets (12 septals and the distal LAD). 
As the exact degree of stenosis was not known, (digital) models with proximal LAD stenoses of 
97, 90 and 75% area reduction were created by extending the proximal LAD inlets of three basic 
models by means of three cylindrical tubes of which the mid luminal flow sections were  reduced 
by respectively 97, 90 and 75%  (figures 3B, C and D). The models for 0% and 100% stenosis 
were obtained by defining the proximal LAD inlet respectively as an inlet and as a wall (figures 
3A and E). Finally, the resulting geometries were meshed in Gambit (Ansys, Inc., U.S.A.). 
 
2.1.2 Boundary conditions 
In order to identify the isolated effects of the stenoses as purely as possible, one set of boundary 
conditions (BC’s) was used to simulate flow in the 5 different configurations. The BC’s were 
extracted from the data measured during 100% LAD occlusion as this condition provided the 
most consistent and useful dataset.  
The pressure measured at the proximal LAD was applied at both inlets (LIMA and proximal 
LAD) because no LIMA-pressure measurements were available. This induces an error since a 
time shift between both pressure waves is expected in real physiologic circumstances.  
Since flow in the coronary circulation is dominated by active components during systole (e.g. the 
squeezing of the septals embedded in the myocardium) and more by passive components during 
diastole, two types of boundary conditions were created for systole and diastole. During the 
whole cardiac cycle, velocity profiles were assumed parabolic at the outlets. 
As the exact distribution of blood flow towards the distal LAD and the septals is unknown, we 
arbitrarily assumed that 5% of the blood flow was going to the septals, while the remaining 95% 
was going to the distal LAD. During systole, the maximal velocity of the parabolic velocity 
profile at septal l (l=1-12) was then calculated according to: 
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with Al and Rl respectively the area and radius of the circular outflow section of septal l and 
QLIMA(t) the flow measured at the LIMA at time instant t during 100% proximal LAD occlusion. 
The maximal velocity of the parabolic velocity profile at the distal LAD was calculated according 
to: 
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During diastole, the maximal velocities of the parabolic outlet velocity profiles at septal l and at 
the distal LAD at a time t were calculated by means of the conductances Cl(t) and CLAD(t), given 
by respectively: 
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with PLIMA(t)  the pressure applied at the LIMA (i.e., the pressure measured at the proximal LAD 
during 100% proximal LAD occlusion) and Pra≈0  the pressure in the right atrium. 
The obtained conductances (calculated from the measurements corresponding with 100% 
proximal LAD occlusion) were used to derive the maximal velocities of the parabolic velocity 
profiles at septal l and at the distal LAD according to: 
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with Pl/LAD(t) the pressure at septal l or at the distal LAD. Velocities are thus dependent on the 
local pressures in the studied models.   
During diastole, a semi-implicit calculation of the flow field is necessary since Pl/LAD(t), a result 
of the flow simulations, must be known in order to calculate the corresponding outflow profile. 
An adapted algorithm was developed to accomplish this. 
All simulations were performed using Fluent 12 (Ansys, Inc., U.S.A.). Two cardiac cycles were 
calculated to remove transient effects.  
 
2.2  Results and Discussion 
 
2.2.1 Effect of the stenosis on the flow and flow patterns 
The total blood flow into the anastomosis region is not affected by the degree of proximal LAD 
stenosis. Lower flow from the LAD causes higher flow from the LIMA, and vice versa. However, 
the lower the degree of proximal LAD stenosis, the higher the inflow into the proximal LAD and 
the lower the inflow of blood into the LIMA, as illustrated in figure 1.   
In all studied cases, the velocity contours at maximal inflow in slices distal from the anastomosis-
region, show typical crescent velocity distributions with maximal velocities near the bottom wall 
of the LAD (figure 2A, slices 6-9). The angle between LIMA and LAD affects the velocity 
distribution in the anastomosis region: e.g. in slice 8 of figure 2A, velocities are higher near the 
back wall of the LAD due to the twisted position of the LIMA relatively to the LAD (figure 2B, 
top view of the LIMA-to-LAD anastomosis).  
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Figure 1: Plot of the flow at the LIMA (inlet) for 

100, 97, 90, 75 and 0% LAD stenosis 
Figure 2: (A) Velocity contours in 9 cross-sectional 
planes at t=0.855s for 100% prox. LAD occlusion; 
(B) Top view of the LIMA-to-LAD anastomosis 

 
2.2.2 Effect of the stenosis on the WSS-distribution 

The average WSS in the LIMA (whole 
cardiac cycle) is clearly correlated to the 
blood flow through it: for a proximal LAD 
occlusion of 100 or 97%, the average WSS 
in the LIMA is higher than 1Pa (figures 
3A and B); when the flow in the LIMA 
diminishes (90%  stenosis), a zone of 
relatively low average WSS (0.3-0.8Pa) 
appears at the inner bend of the distal 
LIMA, as indicated in figure 3C. This 
zone of low average WSS expands when 
the degree of proximal LAD stenosis is 
further lowered (i.e. in the case of 75% 
stenosis, figure 3D) until it covers the 
whole LIMA when the proximal LAD is 
not occluded (figure 3E). 

 
3. CONCLUSIONS 
 
In conclusion, based on hemodynamic grounds, the LIMA may become more susceptible for 
vascular diseases and subsequent occlusion when the stenosis in the proximal LAD is less than 
severe.  
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Figure 3: Average WSS (0-1Pa; WSS>1Pa = red) during 
one cardiac cycle for the cases of (A) 100%, (B) 97%, 
(C) 90%, (D)75% and (E) 0% proximal LAD occlusion 
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SUMMARY 

 
A computational interlaboratory study was recently performed in a generic medical device 
consisting of a nozzle with a sudden contraction and a conical diffuser.  Results from 28 
computational fluid dynamics (CFD) simulations from around the world were compared to 2D 
planar particle image velocimetry (PIV) measurements performed at 3 laboratories.  Flow rates 
covered the laminar, transitional, and turbulent regimes.  The CFD results showed large velocity 
variations in comparison to experiment, much of which could be attributed to the turbulence 
models used.  Simulations routinely underestimated the velocity in the sudden contraction.  At the 
highest Reynolds number, four of the sixteen 3D simulations predicted some degree of the 
Coanda effect, where the jet issuing from the diffuser was deflected to one side by the adverse 
pressure gradient.  However, no significant Coanda effect was observed in the 2D PIV 
experiments.  This demonstrates the necessity of careful experimental validation in similar flow 
regimes. 
 
Key Words: CFD validation, standards, medical device regulation, best practices, blood flow. 
 
 
1. INTRODUCTION 
 
CFD is a powerful tool used to develop complex medical devices, but its usefulness in assessing 
safety in a way that can help the regulatory process is still unknown.  In the cardiovascular area, 
the main fluid component of interest is blood, which is extraordinarily difficult to model.  The 
50% cellular content can still only be fully modeled at extremely small scales, while the full 
chemistry of coagulation is too complex to be modeled without simplifications.  One technique 
used is to consider hemolysis in a continuum fluid by assessing the effects of shear stress and 
exposure time.  Most such models depend on empirical shear stress/exposure time data gathered 
over decades.  However, if the physics isn't modeled correctly, then the computed biological 
effects cannot be trusted.  Therefore, this interlaboratory study had two main goals: 1) to take a 
snapshot of the current state of the art in medical device fluid dynamics computations, and 2) to 
compare hemolysis levels predicted by the computations.  This paper concentrates on goal #1, 
while goal #2 will be detailed in a future report. 
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2. METHODS 
 
Participants in the computational interlaboratory study were asked to model flow in the generic 
tubular medical device containing a sudden contraction and conical diffuser (Figure 1), similar to 
models used previously (for example, Hinds et al. [1]). 

 
 

Figure 1.  Conical diffuser nozzle used in computational round robin. 
 
This model shares flow characteristics with some common medical devices (e.g., catheters, 
needles) and medical device problems (e.g., kinks in dialysis tubing).  Throat Reynolds numbers 
(Ret) were specified at 500, 2000, 3500, 5000, and 6500 under steady flow.  A Newtonian 
viscosity of 0.0035 N-s/m2 and density = 1056 kg/m3 were specified.  All other parameters 
(inlet/outlet lengths, mesh density, cell type, axisymmetric vs. 3D mesh, inlet boundary 
conditions, etc.) were left to the discretion of the individual participants.  CFD was validated 
using 2D planar  PIV performed at 3 labs (2 experiments at one lab, 1 each at the other two labs). 
 
3. RESULTS 
 
The CFD results showed a great deal of variation.  At Ret = 500, many of the participants used 
turbulence models, while the experiments demonstrated that the flow was laminar as would be 
expected from Ret.  However, even some of the laminar simulations did not accurately model the 
axial velocity along the nozzle centerline (Figure 2a).  Problems in laminar models included 
failure to conserve the mass flow rate, and the use of outlet lengths that were not long enough for 
the flow to develop properly for the outlet boundary conditions used. 
 

 
Figure 2.  Axial velocity along nozzle centerline: a) Ret = 500; b) Ret = 6500. 

 
Turbulence models more consistently matched the centerline velocity at Ret = 6500 (Figure 2b).  
The various k-omega/shear stress transport (SST) models matched the throat centerline velocity 
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better than did the k-epsilon (KE) models, while the reverse was true within the diffuser.  
Selected velocity profiles at Ret = 500 are shown in Figure 3.  Experimental velocity profiles 
compared favorably with most of the laminar models, and some of the turbulent models, except at 
the sudden contraction where the CFD underestimated the measured velocities (Figure 3b).  As in 
Figure 2a, the turbulent models and some of the laminar simulations did not agree with the 
experimental data downstream of the diffuser. 
 

 
Figure 3.  Axial velocity profiles at selected radial cuts for Ret = 500.  Symbols are experiments; 

lines are simulations color-coded by turbulence model as in Figure 2. 
 
At Ret = 6500 (Figure 4), the turbulent models again underestimated velocities at the sudden 
contraction.  However, experimental data from one of the labs suffered from wall distortion in the 
acrylic model.  In addition, several of the 3D simulations showed degrees of skewness 
downstream of the diffuser not seen in the experiments. 
 

 
Figure 4.  Axial velocity profiles at selected radial cuts for Ret = 6500.  Symbols are experiments; 

lines are simulations color-coded by turbulence model as in Figure 2. 
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Figure 5 shows the axial velocity contours from three 3D simulations at Ret = 6500, provided by 
the participants.  These contours are taken along a plane at the radial cut indicated in Figure 4d. 
Figure 5a is from a transient SST simulation with a hex mesh (red skewed line in Figure 4d). 
Figure 5b is from a steady SST simulation with a tetrahedral mesh.  Figure 5c is from a steady k-
epsilon simulation using a hex mesh.  Not only are the velocity contours visibly skewed in the 
first two of the three simulations, but the two skewed contours have different maximum 
velocities.  In contrast, the experimental data showed mostly symmetric profiles, with the caveat 
that they are averages of many image pairs.  The existence of subtly skewed experimental data in 
Figures 3d (blue circles) and 4d (red squares) may have been caused by measurement errors; no 
Coanda effect to the extent seen in the simulations shown in Figures 4d and 5a was observed 
experimentally (but note that these were 2D PIV measurements in one plane). 

 
Figure 5.  Axial velocity profiles at z = 0.012 m downstream of sudden contraction (as in Figure 4d) for 

three 3D simulations at Ret = 6500.  Blue  = minimum velocity, red = maximum velocity. 
 
4. CONCLUSIONS 
 
The results of the computational interlaboratory study showed unexpected variations when 
compared to experiment, in part due to turbulence models being used at low Reynolds numbers.  
Turbulent simulations performed better at the higher flow rates; however, variations among the 
families of turbulence models at the higher Reynolds number were also observed, as shown in a 
previous study [3].  Other computational issues included modelers using outlet tubes that were 
too short, and not conserving the mass flow rate.  Some of the simulations also showed extremely 
skewed jets issuing from the diffuser due to the adverse pressure gradient; however, this degree of 
skewness was not observed in the experiments.  Thus validation of CFD by experiment of even 
simple models is necessary but must be performed with care. 
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VESSEL WALL MODELING FOR 1D HAEMODYNAMICS

Sergey S. Simakov?, Yuri V. Vassilevski??, Victoria Yu. Salamatova???
Yuri A. Ivanov†, Tatyana K. Dobroserdova†

?Moscow Institute of Physics and Technology, 141700, Institutski Lane 9, Dolgoprudny, Russia,
simakov@crec.mipt.ru

??RAS Institute of Numerical Mathematics, 119333, Gubkina St. 8, Moscow, Russia,
vasilevs@dodo.inm.ras.ru

???RAS Institute for Nuclear Safety, 115191, B.Tulskaya St. 52, Moscow, Russia
†Moscow State University, 119991, Leninskie Gory, Moscow, Russia

SUMMARY

We present an approach of combining 1D model of global haemodynamics with vessel wall elastic-
ity model representing the wall by a set of elastic fibers. Two applications are discussed: cava-filter
implantation and atherosclerotic vascular network analysis.

Key Words: mathematical modeling, blood flow, atherosclerosis, endovascular implants, vessel
wall state equation.

1 INTRODUCTION

We present an approach of combining 1D model of global haemodynamics [6] with vessel wall
elasticity model representing the wall by a set of elastic fibers [2,3]. The approach is the two-stage
procedure. At the first stage we develop a numerical vessel model which provides pressure to
cross section area relationship (a wall state equation); at the second stage we employ the global
haemodynamic model which uses the recovered relationship in each vessel. The approach allows
us to simulate dynamics of cardiovascular system under surgical interventions or vascular diseases
affecting the elastic properties of vessels. Using this approach we get around the problem of
accounting for fluid-structure interaction [1,4].

We discuss two applications, cava-filter implantation [5] and atherosclerotic vascular network
analysis [7]. Most biological soft tissues demonstrate nonlinear strain-stress relationships, in par-
ticular, at high stresses. The elastic fiber model can recover elastic responses to a deformation
for Hookean and neo-Hookean materials as well as for collagen which reacts when the vessel is
considerably deformed. Using the fiber model we developed numerical elastic models of cava vein
with or without implanted cava-filter and atherosclerotic carotid arteries.

2 METHODS

The wall of cava vein is modeled as a set of elastic fibers composed of Hookean materials. All
fibers can be divided into three types: elastin, smooth muscle and collagen. Collagen fibers are
distributed in the wall in unstrained state and begin to respond to the deformation when the wall is
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considerably deformed. The composition of elastic responses of fibers forms the spatial distribu-
tion of wall response to the deformation. This response can be interpreted as the counterbalance
to the transmural pressure and the impact of the implant.

The wall of an atherosclerotic vessel is modeled as a three-layer cylindrical shell inflated by in-
ternal pressure. The axial strain is assumed to be negligible. The internal and external layers are
thin-walled shells which represent the fibrous cap of the plaque and the vessel wall, respectively.
The middle layer represents the lipid pool of the atherosclerotic plaque. The arterial wall and the
atherosclerotic plaque are assumed to be isotropic and incompressible. We imitate their response
to a deformation as the response of independent ring fibers to the same deformation (see fig. 1).
The lipid pool elasticity model is based on its representation by a set of radial springs with the
non-constant elasticity modulus. Spring stiffness is estimated through the solution of the deforma-
tion problem for the isotropic thick-walled cylinder under internal and external pressures. For both
material models (Hookean and Neo-Hookean) we verified the model comparing with analytic so-
lution for the simplest plaque shape (see fig. 1-A). The relative error in linear and non-linear cases
does not exceed 2% for displacements in the whole range of feasible pressure values.

We studied three types of plaque shapes that are shown in Fig. 1. All three types are formed by
the same outer and different inner surfaces. The inner surface corresponds to the fibrous plaque
cover. The surfaces are represented by sets of fibers which are connected with springs. The
first type (Fig. 1A) represents the connected coaxial cylindrical shells that corresponds to the
lengthy plaques which are uniformly distributed over the vessel wall. The second type (Fig. 1B)
is formed by the interior axial symmetric surface narrowing at the center of the vessel. The third
type (Fig. 1C) is similar to the second one but is not axially symmetric.

Figure 1: Plaque shapes, type 1 (A), type 2 (B) and type 3 (C).

3 RESULTS

We apply the Hookean (linear) and Neo-Hookean (nonlinear) material models for both healthy
and atherosclerotic arteries. We compare both material models in terms of the computed wall state
equation, in order to examine the difference between the two material models. Fig. 2 demon-
strates the dependencies p(S/S0) for the cases of healthy vessel (left panel) and atherosclerotic
vessel with a lengthy plaque (right panel) of lumen 10 % (see fig. 1-A). Parameters for the static
equilibrium problem are set according to the properties of the common carotid artery.
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For the healthy artery, we observe substantial deviation of the Hookean and Neo-Hookean curves
p(S/S0) for pressures higher than 8 kPa. Since such high pressure is achieved no longer than
0.1 seconds within the cardiac cycle, the impact of the discrepancy in the wall state equations is
almost negligible. For the atherosclerotic artery, the discrepancy in the wall state equations is more
distinct. The substantial difference in pressures is observed at transmural pressures over 4 kPa as
well as for negative transmural pressures. This results in higher sensitivity to inflating transmural
pressure and higher resistance to deflating transmural pressure. We employed the computed wall
state equations for atherosclerotic arteries in the 1D global blood flow model and studied the
impact of atherosclerotic disease in different atherosclerotic networks.

Figure 2: Comparison of common carotid wall state equations for Hookean and Neo-Hookean
materials: healthy artery (left) and atherosclerotic artery (right).

We also developed the wall state equation for the cava vein on the basis of the elastic fiber model.
The model is capable to reproduce circular, elliptic, and dumb-bell vascular cross sections under
positive, zero, and negative transmural pressures, respectively (see fig. 3). The fiber model can
be combined with the elastic model of a cava-filter. The latter is implanted into the vein in or-
der to catch migrating thrombii. The combined elastic model produces pressure to cross section
relationship for the system “vein-filter”. The relationship allows us to study the impact of filter
implantation to global haemodynamics.

Figure 3: Venous cross section under positive, zero, and negative pressure loads.

4 CONCLUSIONS

The elastic properties of cava vein with or without implanted filter may be recovered via the elastic
fiber model. The model is capable to reproduce the vein wall state equation in the whole range of
transmural pressures. The elastic properties of atherosclerotic arteries may be approximated by the
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fiber-spring three-layer models with Hookean or Neo-Hookean materials. Both models have been
validated through the analytic solution of the elastic problem for the particularly shaped plaques.
The numerical models of the elastic vessel wall are used for the recovery of the pressure to cross
section relationship which is the input function for the global 1D haemodynamics model. The
latter allows us to study the impact of regional atherosclerotic diseases and the implantation of
endovascular filters to global haemodynamics.
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SUMMARY

We present a computational framework for virtual shape optimization of cardiovascular bypass
graft surgeries through computational fluid dynamics (CFD) simulations. We show that perform-
ing uncertainty quantification with multiple sources of randomness and performing patient-specific
optimization are feasible within our framework. We discuss hemodynamic implications of the op-
timized surgical geometry.
Key Words: blood flow, uncertainty quantification, wall shear stress, bypass grafts.

1 INTRODUCTION

It is well known that the fluid mechanics of bypass grafts impacts biomechanical responses and
is linked to intimal thickening and plaque deposition on the vessel wall. In spite of this, quantita-
tive information about the fluid mechanics is not currently incorporated into surgical planning and
bypass graft design. In this work, we use a derivative free optimization technique for performing
systematic design of bypass grafts. The optimization method is coupled to a three-dimensional
pulsatile Navier Stokes solver. We systematically account for inevitable uncertainties that arise
in cardiovascular simulations, owing to noise in medical image data, variable physiologic condi-
tions, and surgical implementation. Uncertainties in the simulation input parameters as well as
shape design variables are accounted for using the adaptive stochastic collocation technique. A
derivative-free optimization framework is coupled with a stochastic response surface technique to
make the problem computationally tractable. Two numerical examples are discussed - an idealized
bypass graft around a stenosis and shape optimization of a patient-specific coronary artery bypass
graft. We demonstrate that accounting for uncertainty could significantly change the optimal graft
design compared to the deterministic case. Results show that small changes in the design variables
from their optimal values should be accounted for in surgical planning.

2 MAIN BODY

2.1 Uncertainty Quantification

Simulations of blood flow in both healthy and diseased vascular models can be used to compute
a range of hemodynamic parameters including velocities, time varying wall shear stress, pressure
drops, and energy losses. Our confidence in the data output from cardiovascular simulations de-
pends directly on our level of certainty in simulation input parameters. We present a stochastic
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collocation framework [1] to compute the sensitivity of outputparameters to input uncertainties
in cardiovascular simulations. Uncertainties can arise from boundary conditions, geometrical pa-
rameters, or clinical data. These uncertainties result in a range of possible outputs which are
quantified using probability density functions (PDFs). The objective is to systemically model the
input uncertainties and quantify the confidence in the output of hemodynamic simulations.

2.2 Stochastic Optimization

There is tremendous scope to improve the outcome of cardiovascular surgeries (especially bypass
grafts) by manipulating geometrical parameters. Some examples are the angle of attachment of
graft to the parent arteries, location and size of anastomosis, size of graft, etc. In [2], a deriva-
tive free optimization method (SMF) is presented for performing optimization in cardiovascular
systems. We have recently extended the SMF method to handle uncertainties for the purpose of
performing robust design [3]. In surgical design, it is infeasible for surgeons to implement a design
solution, say anastomosis angle, exactly. By enforcing robustness, we account for the fact that the
implemented design solution can vary from the prescribed design.

θ1 θ2 J Jstoch OSI (mean/max) WSSG (mean/max)
75o 75o 10.08 19.02 0.212/0.487 1.327/147.04
45o 75o 11.96 19.81 0.214/0.497 2.042/247.74
75o 45o 12.17 18.13 0.215/0.490 0.90/169.85

Table 1: The table summarizes results for the deterministic andstochastic optimization cases for
problem 2. Det. stands for deterministic, opt. stands for optimal point and stoch. stands for
stochastic. The stenosis radius,rs, for the deterministic case was0.425cm andv = v̄. For the
stochastic case, the velocity was chosen to be normally distributed,v ∼ N (v̄, (0.2v̄)2) and radius
was chosen to be uniformly distributedrs ∼ U(0.35, 0.5). All dimensions are in c.g.s. units.

The cost function for stochastic optimization is generally defined as:

J =

Nc
∑

i=1



αiE(Ci) +

Nm
∑

j=1

βijM
j
(Ci)



 (1)

whereJ represents the robust objective function,Ci are quantities derived from hemodynam-
ics that are to be minimized,αi andβij represent weights that are attached to the different cost
functions depending on their units and relative order of magnitudes,E(.) denotes the expectation
operator andMj(.) represents thejth statistical moment.Nc andNm represent the number of cost
functions and number of statistical moments that are employed, respectively. The second moment
can be used to capture standard deviation, and so on. The standard deviation is key to enforcing
that the objective function is robust to fluctuations in the design variables.

The choice of cost function is problem specific and is a very important component of the problem
definition. In bypass grafts, intimal thickening is usually observed near the heel and toe of the
anastomosis attachment, the artery floor, and the suture line locations. Flow separation occurring
just above the arterial floor contributes to increasing blood flow stagnation and residence times,
leading to increased plaque deposition. In general, the cost functionC could include WSS, WSSG,
OSI, energy losses and other clinically relevant hemodynamic quantities.

A customized version of the Simvascular software package is used for cardiovascular geometry
modeling as well as solving the Navier-Stokes equations. Machine language (tcl) scripts are inter-
faced with the software to generate models from their analytic description. These scripts generate
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Figure 1: Contours of the mean cost function plotted over parameter space constructed using
(left) the response surface with a coarse adaptive Smolyak sparse grid (middle) at an intermediate
iteration in the optimization algorithm using Kriging interpolation and (right) termination of the
optimization algorithm using Kriging interpolation.
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Figure 2: Three configurations for the deterministic case - the suboptimal configuration 45-75,
suboptimal configuration 75-45 and deterministic configuration 75-75. The subscripts refer to
three different projections so that important intimal thickening regions - bottom view of artery, top
view and bottom view of the graft are shown.

two dimensional (2D) surfaces which are lofted and blended together to produce the problem ge-
ometry. A commercial softwareMESHSIM (Symmetrix Inc., Troy, N.Y.) is used to create a 3D
tetrahedral mesh for these geometries. The optimization algorithm is implemented as a wrapper
script over the Finite element framework to compute the cost function at specific parameters.

While there are potentially many cost functions, the objective we have chosen for this work is to
minimize regions of low wall shear stress. In the first example, we present the design of anas-
tomosis angles on a bypass graft constructed over a stenosis[4]. Table 1 shows a summary of
the cost functions and the difference between deterministic simulations and stochastic simulations
where standard deviations in the implementation anastomosis angles are accounted for. OSI and
WSSG stand for oscillatory shear index and wall shear stress gradient. The table also shows that
the optimal geometry is dependent on the choice of cost functions. The evolution of cost function
through the optimization iterations is shown in Fig. 1. As the algorithm proceeds, the polling is
restricted to a smaller subspace of the original space. Comparison of WSS for the three represen-
tative configurations are shown in Fig. 2. The deterministic optimum,(75o, 75o), has almost zero
low WSS area near the heel region and has the least cost function contribution at the arterial and
heel regions amongst all configurations. Apart from the typically observed areas of low WSS in
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the toe, heel and arterial floor regions, the section just downstream of the stenosis also contributes
to the cost function in this problem. The top of the artery (the side where graft is anastomosed)
has, in general, higher WSS than the toe, heel and arterial floor regions. In the second exam-
ple, we parameterize and perform optimization on a patient specific geometry. Fig. 3 shows the
construction of a patient specific CABG geometry and simulation results for a specific geometry.
CABG models are first constructed based on a post-operative image from a patient. Saphenous
vein grafts are parameterized using splines and pre-determined control points are manipulated to
achieve desired anastomosis angles. A mathematical relation between the control parameter space
and the motion of the control points is derived. This input is fed into our finite element framework
to evaluate the cost function for each parametric input.

a b c

Figure 3: The figure shows (left) construction of a computational model of coronary artery bypass
grafting from image data (center) a sample mesh and (right) the blood velocities at systole for a
specific geometry.

3 CONCLUSIONS

We presented a framework for performing virtual optimization on patient-specific cardiovascular
geometries. Uncertainties in the inputs as well as implementation are accounted for and a feasible
non-intrusive algorithm is discussed. We show that uncertainties have to be accounted for and
could change the optimal geometry. We also show the importance of cost function in virtual
optimization of cardiovascular bypass graft surgeries.
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SUMMARY

The favourable scaffold for bone tissue engineering should have desired characteristic features, 
such  as  adequate  mechanical  strength  and  3D  open  porosity,  which  guarantee  suitable 
environment for tissue regeneration. In fact, optimization of such complex structures like bone 
scaffolds is a challenge for investigators. In the paper we attempt to use numerical modeling to 
evaluate  material  properties  for  the  optimization  of  such  a  bone  tissue  engineering  scaffold 
fabricated via the Fused Deposition Modeling technique. The optimization aims to achieve the 
best  possible  mechanical  strength  –  degradation  rate  ratio  [1].  We  use  a  standard  genetic 
algorithm for  our  optimization  studies.  This  is  an  efficient  method  of  discrete  optimization, 
especially when a great  number of  degrees of  freedom are taken into account.  For the FDM 
scaffold [2],  the number of degrees of freedom is equal to number of individual struts which 
structurally form the scaffold. Each individual strut is scrutinized for its role in the architecture 
and structural support it provides for the scaffold. Its contribution to the overall  scaffold was 
studies based on five possible materials that the struts could be fabricated from. The optimized 
object was bi-modal scaffold for osteochondral defect repair [3]. The numerical models of the 
scaffolds were generated using ANSYS. The objective of the optimization  is to find the scaffold 
with required properties for tissue engineering. The first step to solve this problem is to find what 
is the most desirable characteristic of such a scaffold. In fact, each scaffold could be described by 
many different characteristics, but in this study we are focused on desirable curve of scaffold 
degradation, which is the modulus change during the scaffold degradation process.

Key Words: FEM, Genetic Algorithm, Scaffold, FDM.

1. INTRODUCTION

The objective  of  the  study was to  propose a numerical  tool  which could help in developing 
scaffolds for tissue engineering. The first step to solve this problem is to find what is the most 
desirable characteristic of such a scaffold. In fact,  each scaffold could be described by many 
different  characteristics,  but  in  this  article  we  are  focused  on  desirable  curve  of  scaffold 
degradation, which is the modulus change during the scaffold degradation process. 
The desirable curves of degradation were chosen arbitrarily to represent great number of ways in 
which scaffold mechanical function loss could proceed. The degradation time was split into three 
phases: early phase, middle phase and late phase of degradation. The curves from Figure 1 refer 
to bi-modal scaffold. The upper part should preserve mechanical function of softer type of tissue, 
whereas the lower part should preserve mechanical function of harder one. 
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Figure 1. Desirable curves of degradation of the bi-modal scaffold

For this optimization study, we have selected five different polymeric materials (Table 1) [4] 
which could be used for scaffold fabrication. As a method of optimization of material selection 
was used genetic  algorithm (GA).  Finite  element  method (ANSYS)  was used  for  evaluation 
(calculations of scaffold Young’s modulus).

Table 1. Mechanical and degradation properties of used materials [4]

Young Modulus 
[GPa]

Degradation Time 
[Months]

PGA – poly-glycolide acid 7.0 6 to 12
LPLA L – poly-lactide acid 2.7 >24

DLPLA DL – poly-lactide acid 1.9 12 to 16
PCL poly-caprolactone 0.4 >24

DLPLG poly(D,L-lactide-co-glycolide) 2.0 5 to 6

2. MAIN BODY

In case of the designed scaffolds the number of possible combinations of assigning k materials for 
n struts is expressed by below formula:

nkc = ,

what means that systematically enumerating all possible candidates for the solution and checking 
which candidate satisfies the problem's statement (brute-force algorithm) is a problem solvable by 
exponential-time  algorithms,  which  require  computation  time  that  grows  as  an  exponential 
function of problem size. It is also hard to apply for this problem any analytical method of curve 
fitting because of the fact that evaluation of the fitness function of the problem requires finite 
element structural analysis. The possible alternatives are heuristic methods, often called methods 
of artificial intelligence, which are efficient tool for solving complex searching and optimization 
problems, especially when local extrema are expected. The heuristic search technique used in this 
work is the Genetic Algorithm (GA).
Genetic algorithms are algorithms searching the space of solutions base on the analogy to the 
biological  evolution  of  species.  Like  in  biology,  the  term  of  an  individual  is  used,  and  it 
represents a single alternative solution. Genetic algorithms operate on populations of individuals. 
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An  individual  consists  of  chromosomes.  Usually  it  is  assumed  that  an  individual  has  one 
chromosome, as in case of curve fitting problem presented in this paper. Chromosomes consist of 
genes which are equivalents of degrees-of-freedom of the model.  In this study the number of 
degrees-of-freedom corresponds to number of scaffold struts,  whereas the value of each gene 
corresponds to material type. The number of scaffold struts is 96. Each strut could be assigned as 
one of five polymeric materials, then values of genes are contained by the following set:

{ }4,3,2,1,0=V ;

The values of genes have not any physical meaning. The only aim of these values is to define the 
given type of material. The adaptation (fulfilment of requirements) of given individual, which 
corresponds to  particular  strut  blend is  computed using fitness  function.  All  the  genes  of  an 
individual determine the fitness function value. Figure 2 shows flowchart representing the current 
schematic  of  the  standard  genetic  algorithm  coupled  with  structural  analysis  (finite  element 
method)  adopted  in  this  study.  The  expected  result  of  structural  analysis  is  displacement  of 
scaffold top, based on which we could calculate the scaffold stiffness.

Figure 2.  Flow-chart of a standard genetic algorithm coupled with FEM module

The  best  fitted  curves  of  degradation  of  the  designed  scaffold  and  the  resulted  material 
assignement are shown in Figure 3. The figure shows, that PCL (the softest material among all 
used materials) fraction is especially high in the upper part of designed scaffold what is in the 
great  accordance  with  expectations.  Such  choice  of  the  materials  assigning  ensured  the  best 
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possible fitting to the desirable curves of degradation. This proved that finding optimal solution 
for this case is very difficult. The obtained results showed that the proposed method of scaffold 
optimization based on  genetic  algorithm is  promising because  of  its  efficiency  (reduction of 
computational  time)  and  required  accuracy  in  comparison  with  systematic  search  algorithms 
(brute-force algorithms). FEM analysis of scaffold model takes particular time, then verification 
of  all  combination of material  assigning could be hardly time-consuming if  even possible  in 
practice.

Figure 3. Obtained (the best fitted) curves of degradations of the bi-modal scaffold, which are the 
result of optimization and strut blend, which is the result of optimization corresponding to bi-

modal design of scaffold

3. CONCLUSIONS

Developed method could be easily applied for any type of scaffold geometry (under condition 
that given scaffold is made of struts, what enables easily designing scaffolds well-matched for 
bone  and  cartilage  defects).  Although,  we  analyzed  scaffold  made  of  polymer  materials  the 
presented numerical tool could be used also for selecting biodegradable ceramics or composite 
materials for the scaffold struts fabrication.
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SUMMARY

Numerical simulations provide a unique approach for investigating the impact of LVADs on pump
function in the heart. Incorporating fictitious domain into a coupled fluid-solid mechanics frame-
work, we have developed a method capable of simulating the full range of LV behaviour under
support, including contact between the myocardium and the LVAD cannula. To extend the model
to the full cardiac cycle, a simple valve model has been developed to facilitate the coupling of
the model to circulatory Windkessel models. Simulations of LV function under support were
performed of diastole and bringing the myocardium into suction. These results demonstrate the
capabilities of the simulation methods and provide a framework for patient-specific optimisation
studies to maximise the potential benefit from LVAD implantation.

Key Words: Mechanical Heart Modelling, Fluid Mechanics, LVAD, Fictitious Domain.

1 INTRODUCTION

Left ventricular assist devices (LVADs) are pumps most typically used as a bridge to transplant in
heart failure patients [1].They reduce the mechanical load on the heart by pumping blood from the
left ventricular (LV) apex directly to the aorta, bypassing the aortic valve. Despite the complexities
of the device and its significant impact on the mechanical and hemodynamic function of the heart,
patient selection for LVAD implantation is based on relatively simple, qualitatively based, clinical
metrics [2]. Additionally, once implanted, there is little customisation to the patient nor tuning to
the cardiac cycle. Optimising LVAD use, via patient specific tuning, to benefit cardiac function
has the potential to provide substantial clinical gains [3]. Coupled fluid-solid simulations provide
a novel tool for studying the behaviour of the ventricle under LVAD support and analysing its
efficacy as a pump.

To fully capture ventricular function under support, coupled fluid-solid simulations of a supported
LV must be able to describe the complete range of ventricular behaviour. This includes the ca-
pability to simulate the entire cardiac cycle, from diastole through to systole, and the interaction
between the LVAD cannula and the myocardial wall. Such interactions occur either intermittantly,
during systole, or, if cannula outflow is high, continuously as the myocardium is sucked onto the
cannula [4]. Models must therefore incorporate, not only the interaction between the blood and the
myocardial wall, but also the ability to simulate contact between fluid immersed rigid objects and
encasing elastic bodies. Furthermore, to provide physiologically meaningful results, simulations
of the complete cardiac cycle need to be coupled to models of the systemic and pulmonary circu-
latory systems [5] to provide feedback for the ventricular inflow and outflow boundary conditions.

Recently, Nordsletten et. al. [6] have developed a finite element fluid-solid mechanics algorithm,
coupled using a non-conforming Lagrange multiplier approach, and have applied it in simula-
tions of the diastolic and systolic behaviour of the normal LV [7]. McCormick et. al. [8] have
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extended the algorithm, incorporating the fictitious domain (FD) method [9], to enable the sim-
ulation of fluid immersed rigid bodies and their interactions with coupled elastic bodies. The
extended algorithm was used to simulate the interaction between the LVAD cannula, applied as
a FD, and the ventricular endocardial wall. Applying these methods, to simulate an anatomical
LVAD supported LV over the full cardiac cycle, will facilitate in-silico investigations enabling the
identification and optimisation of metrics associated with LVAD function, such as flow rate, posi-
tion and pulse sequencing. Furthermore, quantification of the work performed by the myocardium
under LVAD support could lead to enhanced understanding of the factors underlying reverse re-
modelling, whereby myocardial function recovers to the point where the device can be explanted
[3].

2 METHODS

2.1 Governing Equations

Blood flow is modelled as an incompressible, Newtonian fluid. On moving domains, such as
the ventricular chambers, it is convenient to describe such flow using the Arbitrary Lagrange-
Eulerian (ALE) form of the Navier-Stokes equations. The ALE framework enables the myocardial
deformation to be transferred to the fluid domain by ensuring that the fluid domain is congruous
with the myocardial wall, which is modelled as a hyperelastic incompressible solid.

At the fluid-solid interface boundary, conditions are applied to ensure that the fluid and solid
domains do not detach or overlap during motion and that stresses are equal but opposite across
the boundary. These conditions are met by equating velocities on the interface. The constraint
is incorporated through a Lagrange multiplier, λc, that equates tractions on the fluid and solid
interfaces. Since the fluid and solid problems tend to require different degrees of spatial refinement
to adequately resolve their respective governing equations, a third interface domain is used to map
the constraint across the boundary. This additional domain enables non-conforming fluid and solid
meshes to be coupled.

The LVAD cannula is considered to be a rigid body immersed inside the fluid domain and can
be approximated as a FD. The cannula boundary is enforced by prescribing the fluid velocity to
be zero on the FD surface. This constraint is applied as an additional Lagrange multiplier, λFd,
equating fluid and FD tractions on the FD surface.

The action of the two Lagrange multipliers, λFd enforcing the fluid velocity to be zero on the
immersed rigid body and λc enforcing the fluid velocity to be equivalent to the solid velocity on
the coupling interface, implicitly resolves the contact problem, with sufficient refinement, of a
fluid immersed rigid body with an encasing elastic object. This enables the numerical scheme to
simulate the full range of cardiac motion, including contact between the LVAD cannula and the
myocardial wall.

2.2 Model Development

A model left ventricle was constructed based on 36 cine MRI sequences taken from a 70kg,
healthy, male subject, apex to base [8]. Cubic hexahedral volume meshes were constructed from
surfaces fitted to the images at end diastole. An idealised fibre geometry, ±60◦ relative to the sheet
normal plane, was defined within the myocardial volume. The fluid domain was constructed us-
ing linear tetrahedral elements, formed by creating a surface mesh from the digitised endocardial
surface. Cannula geometry was provided by Berlin Heart.1

1http://www.berlinheart.com
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Figure 1: Left, cut away of the fitted solid mesh superimposed on an MRI slice, note the idealised fibres withing the
myocardial wall. Centre, bicuspid (left) and tricuspid (right) valve models used on the mitral and aoric valve planes.
Top to bottom shows the valves opening and closing as a function of flow velocity across the valve planes as a sinusoidal
pressure profile is applied to the left edge. Streamlines are coloured by velocity magnitude, blue to red. Right, Final
meshes for the fluid, solid, LVAD cannula and valves. Note the inflow and outflow cannula attached to the mitral and
aortic valve planes required to enable pressure boundary conditions to be used.

To couple the model to Windkessel models of the systemic and pulmonary circulatory systems,
it is preferable that pressure boundary conditions be applied at the mitral and aortic valves. This
requires valve models to be incorporated into the simulation framework. Simple models of the
bicuspid mitral and tricuspid aortic valves were developed where the valves were prescribed as
FDs within the fluid domain. Valve opening was governed by the direction of λfd on the valves
and the radius of the open valve was defined as a function of the flow volume across the valve
plane, see figure 1.

3 RESULTS & DISCUSSION

In this study, simulations were performed of diastolic filling under support and suction of the ven-
tricle onto the LVAD cannula, see figure 2. Outflow velocity via the LVAD cannula was prescribed
to be constant at 0.45m · s−1. Inflow across the mitral valve was defined based on ultrasound
velocity measurements while the aortic valve was assumed to be closed. The mechanics problem
was constrained by fixing both the mitral valve plane and the apex, where the LVAD cannula was
attached. The Costa constitutive law [10] was used to define the passive material response of the
myocardium.

During diastole, blood flow within the supported LV was observed to be dominated by the for-
mation of large vortices, moving base to apex, which break down on reaching the cannula mouth.
Due to continuous outflow via the LVAD cannula, myocardial deformation is minimal, causing the
unloading of the ventricle. In contrast, when the ventricle is brought into suction, blood flow was
observed to be largely uniaxial in the direction of the cannula mouth. Myocardial deformation was
pronounced and contact between the endocardial wall and the cannula occured.

Incorporating the valve model outlined above into the model enables the assumptions of valve
behaviour applied in these simulations to be removed. This facilitates more physiologically based
simulations to be performed, where the pressure volume response from one cardiac cycle provides
feedback for future heart beats. From this, any changes in simulated behaviour, such as flow
rate, contractile strength, material stiffness, can be observed across multiple beats enabling their
comparative effects to be determined.
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Figure 2: Simulations of LV function under support at various points within the cardiac cycle. a) and b) show diastole
simulation results at early and late diastole. c) and d) show results from a simulation drawing the myocardium into
suction. Streamline colour gives velocity magnitude, blue to red, while solid colour shows the displacement magnitude,
yellow to red. Note the development of vortices within the ventricular chamber during diastole, these break down on
reaching the LVAD cannula mouth.

This presents an optimisation problem, whereby pump function, currently set at a constant velocity
in axial flow LVADs, could be tuned to the cardiac cycle. Of particular importance is the reduction
in thromboembolic events, typically caused by blood pooling in the ventricular cavity caused by
recirculations at the apex, and the optimisation of myocardial unloading. The techniques outlined
in this paper provide a framework for patient specific simulations, based on clinical images, to
address these issues, maximising the potential benefit from LVAD implantation.
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SUMMARY 
 
This work proposes a model for visual attention for dynamical scene analysis. In our model two 
main novelties were included: First, the calculation of motion saliency in a neural network with 
realistic dynamics and time response, and second, for the feature extraction stage, we 
complemented the color map calculation from Itti and Koch’s model [1] by including red-cyan 
and green-magenta cells into the standard color double-opponent system. The network elicited 
strong transient responses to moving objects and, as expected, reached stability within a 
biologically plausible time interval. Modified color maps also elicited better responses than 
classical (Itti and Koch) ones at high statistical significance levels. There were no considerations 
to top-down processes or higher brain’s neural motion analysis cortexes concerning complex 
motion patterns, learning or motion understanding. 
 
Key Words: Visual attention, saliency map, motion saliency, neural network, color double-
opponent. 
 
1. INTRODUCTION 
 
Biological evidence establishes that the primates’ brain uses several serial visual processing 
provided that the visual system is not capable to process all visual inputs using purely parallel 
processing [1]. Nature deals with this problem by selecting fragments of visual information to be 
processed preferentially, and by changing the processing focus from a location to another in a 
serial strategy. There is a large quantity of experimental evidence in favor of two different 
processes during visual search: The so-called bottom-up and top-down visual processes [2]; while 
the first one is a fast, saliency-dependent and task-independent process, the second one is a 
slower, volition-dependent and therefore, task-dependent visual process. Conversely, objects in 
the visual field must compete for processing within approximately 30 different visual cortical 
areas [3]. As the ability to screen out objects during visual search tasks is contextual and primates 
often detect a single target in an array of non-targets, detections –for all the effects– depend 
largely on the correlation between targets and non-targets. 
 
Up to this moment, many saliency-based models suitable to the analysis of natural scenes have 
been developed; although the main idea surround the principles underlined by Itti and Koch and 
therefore have resemblance with neurobiology, they do not consider the visual neural networks 
dynamics or time neural responses [6]-[9]. 
 
The present work develops a saliency-based visual attention model for dynamical scene analysis. 
Our approach expands the results obtained in [1] and [4] by proposing a motion saliency 
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computation and keeping the sudden-onset/offset signaling mechanism in a network of neural 
populations. Our bottom-up model integrates the saliency computation of real and synthetic 
dynamical scenes, avoiding the problem faced by the dynamical model in [4] when it is applied to 
moving targets or certain sudden-onset ones; i.e., the transient response of moving (or sudden-
onset) non-salient stimuli cannot be forced to rise above the other objects by the network 
dynamics itself (in absence of motion detectors). The normalization problem is also solved by 
using synaptic depression [4] and additionally, we have made important complements on color 
saliency calculation based on certain experimental evidence [5].  
 
2. METHODS 
 
This model computes saliency using the three features studied by Itti and Koch: Intensity, 
orientation and color. These features are organized into 54 maps (6 for intensity, 24 for 
orientation and 24 for color).  
 
This procedure covers three main well-studied feature maps: Intensity, orientation and color 
maps. Intensity contrast is extracted by standard band-pass filtering to calculate center-surround 
differences between the established resolution levels. Orientation contrast is extracted using 
standard Gabor pyramids for four orientations (namely 0º, 45º, 90º and 135º). On the other hand, 
color contrast is calculated on the basis of the evidence presented in [5], who suggests the 
existence of red-cyan and green-magenta cells. 
 
Motion detection is accomplished by subtracting consecutive neural inputs into the dynamical 
equations. We encountered the results of this procedure highly similar to standard motion 
detectors (over the main peak of the transient response of the system). Given the systems’ 
dynamics, population’s Gaussian-shaped connections induce smoothing and therefore noise 
reduction. Moving stimuli become more salient than the others, showing that even if motion 
occurs far away from the most salient location in the scene, it would attract the attention of the 
viewer until its priority over non-moving or non-onset stimuli decays about 100 ms after motion 
[4]. In addition, Rather than implementing each neuron and their synapses, we used Naka-
Rushton functions in mean field equations with dynamic synapses in order to describe the 
neurons’ spike rates (they are derived from winner-take-all network approaches detailed in [10]). 
The most important equations describing the dynamics of the network are given below. 
 

,  (1) 

,(2) 

 
with: , 
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where T is the spike rate of any neuron receiving an input about the target (most salient location), 
D is the spike rate of each of the N distraction neurons, the constant r describes the feedback 
inhibition strength (neurons’ competition); similarly,  and , describe the spike rate of any 
neuron receiving an input about a moving target and/or an input about a moving distractor, 
respectively; , ,  and  are the variables representing the synaptic depression between 
laterally connected populations and input populations [4]. These synaptic depression variables 
respectively account for: Targets (Eq. 1) and distractors (Eq. 2). Constants C, ,  and  are 
adjustable parameters of the system, where C is the maximum spike rate of the system, the time 
constant  controls the frequency at which T and D reach their maximum value (in milliseconds), 

 is the system’s semi-saturation constant and  defines the synaptic efficiency between intra-

layer neural connections. The lateral connection weights  among the neural populations in the 
saliency map are determined by an elliptical difference-of-Gaussians function. For all the effects, 
the saliency stimulus .  
 
The results of our approach are depicted in Figure 1 and Figure 2. 

 
Figure 1. (a) Representative movie frames, the objects that move are marked using black circles. 
(b) (1) Time response representing the saliency map activity over 440 ms; (2) Initial saliency map 
activity before the motion occurs; (3)-(4) Saliency map’s transient responses (overshoots). 
 

 
Figure 2. Color map comparison: (a) Input images; (b) classical color maps; (c) modified color 
maps. 
 
Modified color map results (whose visual difference with respect to classical color maps are 
depicted in Fig. 2) showed that there are significant statistical differences ( ) with 
respect to the classical ones (those from the approach detailed in [1]). Moreover, as expected, the 
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coefficient of variation for classical maps has greater values than the coefficient of variation for 
modified ones, this basically illustrates that objects’ activity is more disperse in classical maps. 
Moreover, the classic and modified color maps’ target saliency levels showed remarkable 
significant differences ( ) and for nearly all the cases the proposed modified color 
maps led to higher target saliency levels than classical ones. 
 
3. CONCLUSIONS 
 
Our model presents two main novelties: First, this work is an attempt to describe how visual 
system attends motion into a bottom-up strategy with realistic time responses and neural latencies 
as reported by neurophysiological evidence [4, 10]; this stage implies that there is not 
understanding, recognition, nor analysis regarding complex motions; and second, color 
representation was modified by including green-magenta and red-cyan cells regarding color-
opponency mechanisms and experimental data obtained in [5]; according to our findings, at this 
stage, the color model in [1] needed revision, as color feature’s codifying often failed to 
distinguish salient color objects when complex scenes were analyzed. In addition, we also 
showed the relevance of including motion detectors into the dynamics of the neural network; as 
the network itself, as proposed in [4], is insufficient to elicit an adequate response for certain 
moving stimuli. Besides, we showed the importance of keeping the synaptic depression effect on 
those moving stimuli for overall instantaneous saliency computation. This model can be applied 
to modeling other visual processing centers such as area MT, MST and 7a [8, 9]. It is expected 
that transient responses of the network present the same pattern as they were shown by our 
results. Top-down volitional control is necessary too in order to complete the overall attention 
scheme with realistic dynamics. 
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SUMMARY

This article introduces applications of the Discrete Gradient Method (DGM) in the field of compu-
tational biomedical engineering. Unlike the finite element method (FEM), this novel method can
directly conduct mechanical analysis on point-cloud representations of organs, which are extracted
from medical image. As a more efficient approach in patient-specific modeling, the procedure of
carrying out DGM on point-cloud model is demonstrated. Examples shows that this method can
reach a satisfied accuracy without introduce continuous approximation of the primary unknown
field variables.

Key Words: point-cloud, medical images, biomechanics analysis.

1 INTRODUCTION

Pixel or voxel data from the medical images provide a point-cloud depiction for complicated
anatomies that are difficult to describe in CAD geometry. Conventionally, a point-cloud model
needs to be converted into finite element mesh in order to perform biomechanical or biomedi-
cal analysis. Although meshing generation tools have been significantly improved over the last
decades, generating high quality meshes in complicated geometries remains a challenge. Recent-
ly, a family of solid mechanics solvers named discrete gradient method [1,2] were developed.
Using this method, it is possible to conduct mechanical analysis on point-cloud representations of
patient-specific organs without resorting to finite element method.

2 METHODOLOGY

The most noteworthy attribute of the discrete gradient method (DGM) is the absence of continuous
interpolation (or approximation) of the primary unknown. The gradients of the unknown field are
computed directly from nodal values using discrete differentials. Mathematically, the discrete
gradient of nodal value at a node I can be given in the form

(∇hu)I =
∑
J∈ΩI

R∗
IJuJ ,
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where R∗
IJ is the defined vector interpolant, ΩI represents the supporting nodes of node I . There-

fore, this method bypasses the numerical complications associated with the construction of implic-
it shape functions employed in meshfree methods. To identify neighboring nodes and influence
domain of each node, Delaunay triangulation is employed to tessellate the domain because the
process is fully automatic and does not require user-specified algorithmic parameters such as the
size of influence region.

Reference [1,2] described systematic approaches for constructing linearly consistent gradient for-
mula and the derivation of weak form equations in the discrete setting. Furthermore, numerical
tests show that the method not only has comparable accuracy and convergence rate as the dis-
placement finite element method, but also displays robustness for large deformation simulations.
As expected, this method resists numerical locking in the incompressibility limit and the thin el-
ement limit as well. One the other hand, stabilized scheme is also developed to avoid spurious
modes that are common to nodal integration methods [3].

Radiographic images register different physical constituents (soft tissue, bone, fluid etc) by differ-
ent grayscale values. Therefore, it is straightforward to identify a material constituent, or a specific
organ comprised of certain material by extracting material points within certain range of grayscale
value. The extracted point-cloud models from medical images provide a discrete representation
of the organs upon which the mechanical analysis can be directly carried out using the discrete
solvers [4]. The analysis consists of the following steps:

1. Segment images and extract point-cloud modes.

2. Tessellate the point domain into a set of non-overlapping, nodal-centered nodal cells.

3. At each node, approximate the gradient of the primary unknown by a linear combination of
nodal values in a set of neighboring nodes.

4. Substitute the gradients into a Galerkin weak from to derive the algebraic equations govern-
ing the nodal variables.

3 EXAMPLE

After images segmentation, it is straightforward to represent each pixel by a node and yield point-
cloud model of organs at the pixel resolution. However, pixel-resolution model usually contains
too many nodes and the model size may be prohibitively large for mechanical analysis. To save the
computational cost, the model can be made coarse by lumping several pixels into a node. Figure
1(a) shows a coarse skull extracted model from a stack of 400 CT scans with 9-fold reduction in
spatial resolution. An impact pressure is applied over one small region in the forehead to initiate a
stress wave. Figure 1(b) shows a snapshot of the stress wave at an instant.

4 CONCLUSIONS

In this article, We describe a point cloud method for the stress analysis in biological systems.
The method takes a point-cloud derived from medical images as the geometric input, and utilizes
DGM as the mechanical solver. Examples demonstrate the promising application of this solver in
the field of patient-specific modeling.
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(a) (b)

Figure 1: Three dimensional skull model. (a) Point-cloud skull model extracted from CTs; (b)
The propagation of stress wave in skull.
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SUMMARY

While femoro-popliteal bypasses are a very common type of bypass surgery, failure of the graft
within five years is still often observed. As causes of occlusion are not clearly understood yet, we
intend to enhance the understanding of the hemodynamics in bypassed legs by analyzing the prop-
agation of arterial waves in nearby vessels using the wave intensity analysis (WIA) method. While
WIA has been largely applied to some systemic arteries, its application to lower-limb arteries has
never been studied.

We acquire the physiological data invasively during surgery after the suture of the bypass graft.
By using WIA, we describe the energies of individual waves observed in the leg. We compare
these results with the analyses performed in the upper-limb arteries.

Through this work, we show that the WIA method provides a good analysis tool for bypassed
lower-limbs arteries.

Key Words: wave intensity analysis, wave separation, lower-limb bypass, PU-loop, blood flow.

1 INTRODUCTION

When atherosclerosis, a widespread cardiovascular disease, affects a patient, its arterial network
suffers from physiological changes such as an increase of the rigidity of the arterial wall or of
its thickness. When the lower-limb arterial network is affected, it can lead in the worst cases
to a total occlusion of a long segment of the femoral artery and as a consequence, to the lack
of vascularization of the leg. In such cases, femoro-popliteal bypass remains the only surgical
procedure to overcome the lesion.

When designing a bypass, a surgeon has many parameters to decide, e.g. the material and size
of the bypass, the types and locations of anastomoses. These decisions are based on the patient’s
morphology, the surgeon’s experience and literature advice; there exists no objective tool provid-
ing him with the best parameters. As a consequence, a high failure rate (up to 60%) is observed
within the five years following the surgery [1].
The main effect responsible for the bypass failure is the development of intimal hyperplasia. The
triggers for its formation are injury, circulating blood components, abnormal hemodynamics or
impedance mismatch between the native vessel and the graft material [2]. Nowadays, the impor-
tance of these causes and the implication of the hemodynamics is not clearly understood yet.
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Formulated by Parker et al. [3], the wave intensity analysis (WIA) is an efficient tool for studying
wave propagation and reflection and for quantifying wave power and energy [4]. It has been
widely used to aid the understanding of physiological events in the arterial system: i.a. in the aorta
[3, 5], the coronaries [4] or the pulmonary circulation [6]. While it has also been applied to major
systemic arteries (carotid and upper-limb arteries [7]), hemodynamics in lower-limb arteries has
never been analyzed with the wave intensity analysis.

The aim of this work is twofold. First, to use the WIA method in the lower-limbs, as this has
never been done in the literature. Second, to analyze hemodynamics in bypasses after surgeries
and summarize the potential clinical benefits drawn from these analyses.

2 MATERIALS AND METHODS

Subjects. Four patients in advanced stage of atherosclerosis took part in this study. They all
suffered from occlusion of the superficial femoral artery and were treated with femoro-popliteal
bypass. Materials used for the bypass were either a synthetic material (Dacron, Gore-Tex), either
the native saphenous vein. All patients gave their full agreement for taking part into this study.

Figure 1: Lower-limb vessels with
occluded superficial femoral artery

Data acquisition. Data acquisition was performed during
the bypass surgery, while patients were under anaesthesia.
Measurements were performed after the suture of the graft,
at four different locations in the leg: in the proximal com-
mon femoral artery, the proximal deep femoral artery, the
popliteal artery and in the bypass graft (Figure 1). Pressure
profiles were acquired invasively using a pressure catheter,
while velocity profiles and mean diameters were measured
using B-mode ultrasonography echodoppler. These mea-
surements were not realized simultaneously, though they
presented a constant heart rate. Signals were smoothed us-
ing a Savitzky-Golay filter and ensemble averaging was per-
formed in order to provide simultaneous representative pres-
sure and velocity waveforms.

Theoretical background. The theoretical basis of WIA is the solution of the classical 1D conserva-
tion of mass and momentum equations [8]. Wave intensity, dI , is defined as the amount of energy
carried by the wave per cross-sectional area of the vessel and can be calculated as dI = dP dU,
where dP and dU are the pressure and velocity differentials. Local pulse wave velocity (PWV) is
calculated using the pressure-velocity loop during early systole [9].
With the use of the PWV, a traveling wave can be separated into its forward and backward compo-
nents. While forward waves result from the contraction of the ventricle and ejection in the aorta,
backward waves are created by the reflection at the bifurcations, discontinuities and peripheral
resistive networks.

Waves are quantified by a measure of their energy: the cumulative intensity of each individual
wave normalised by the sampling interval dt:∫ Tend

Tstart

dP

dt

dU

dt

∣∣∣∣
wave

dt .
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3 RESULTS AND CONCLUSION

Energies of waves are described in Table 1. Figure 2 shows the evolution of the wave intensities in
the four vessels for a typical patient. Similarly to the upper-limb arteries [7], compression waves
are observed in early systole: a forward-traveling of significant intensity (FCW) and a backward-
traveling wave (BCW) of weak intensity. Though, only one forward-traveling expansion wave
(FEW) is observed in the leg. A strong decrease of the wave intensities is observed as waves travel
from the proximal to the distal arteries. This dissipation of wave energy might be explained by the
tapering of the arteries and the impedance mismatch with the synthetic graft.

As showned by the analysis performed on the preliminary data set, WIA can also be efficiently
applied to lower-limb arteries. Thanks to our current collaboration with vascular surgeons, addi-
tional data will be gathered in future months. On the one hand, post-operative measurements will
corroborate the presented analysis. On the other hand, by extending our data set with pre-operative
measurements, we will analyze the hemodynamics before the suture of the bypass graft, thereby
describing the pathological condition of the occluded lower-limb.

Wave Common Femoral Deep Femoral Bypass Popliteal
FCW 21.06 ± 7.56 18.54 ± 19.26 12.62 ± 3.79 13.13 ± 9.60
BCW 2.99 ± 1.85 7.65 ± 14.08 1.03 ± 0.68 0.54 ± 0.35
FEW 6.81 ± 4.12 5.07 ± 5.83 2.72 ± 1.58 3.86 ± 4.52

Table 1: Mean data ± standard deviation [kJ/(m2s2)] of the cumulative intensity of individual
waves, normalised by the sampling interval.
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Figure 2: Pressure, velocity and wave intensities in the four vessels of the bypassed leg from a
typical patient (From left to right: common femoral artery, deep femoral artery, femoro-popliteal
bypass graft, popliteal artery). In the top, pressure is in dashed line, velocity in solid line. In the
bottom, forward dI is in red, backward dI is in blue. Remark the different WI scales used for the
four vessels.

420



Limitations of the method. Due to the invasive acquisition of the pressure signal, the methodology
we used in this work can not easily be extended to large population of patients. Furthermore, it
does not allow subject-specific pre-operative advice.
In cases of unsimultaneous measurements of pressure and velocity, care should be taken when
aligning signals and when applying filtering. As mentioned in previous works, WIA method is
sensitive to noise since the method implies the multiplication of two derivatives.
Furthermore, application of the method to pathological vessels needs a careful study of the mor-
phology of the network (small tapered arteries, local stenoses).
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SUMMARY 
 

In this paper we implement a numerical algorithm to simulate flow of sickle cells in the 
microvasculature. Sickle cell disease (SCD) is caused by a defect in the hemoglobin structure [1]. 
As a consequence of this the shape and mechanical properties of red blood cells (RBC) are altered 
decreasing their ability to deform [2]. The objective of this work is to study micro-rheology of 
sickle cell disease in 3D using a hybrid numerical method [3]. The method used is composed of 
three major parts: Lattice Boltzmann Method (LBM) to solve the Navier-Stokes equations, linear 
Finite Element Method (LFEM) to solve the membrane elastic behavior and the Immersed 
Boundary Method (IBM) [13] as the framework for fluid-membrane interactions. Cells 
interaction phenomenon is also included using Morse potential [7]. It was found that apparent 
viscosity is dramatically increased due to the increase in membrane rigidity. The relationship 
between the apparent viscosity and membrane rigidity is approximately logarithmic; in agreement 
with the results found by Liu et al. [7]. Lateral migration of RBCs was also studied. It was 
observed that the rate of migration depends on cell rigidity. Normal red blood cells migrate faster 
than sickle cells towards the center of the flow. Apparent viscosity is strongly affected by cell-cell 
interaction potential. It was observed that apparent viscosity decreases with decreasing cell-cell 
interaction potential. The new contribution of this work is that it presents numerical correlation 
between anomalies in sickle cell and rheological properties of bulk blood including realistic 
sickle cell geometry, deformation model and cell-cell interaction in 3D domain. 
 
Key Words: Sickle Cell Disease, LBM, IBM, LFEM 
 
1. INTRODUCTION 
 

Sickle cell disease (SCD) is a group of genetic disorders caused by the polymerization of 
hemoglobin inside Red Blood Cells (RBCs) [1]. Changes in RBCs geometry have been reported 
in many forms of the disease [8], some of the most common geometries are presented in figure 1. 
RBCs increase their membrane rigidity and usually increase their size; these two factors cause the 
cells to become stuck in blood vessels. The blockages deprive irrigation of oxygen to tissues and 
causes ischemia and infarction, which may cause organ damage [2]. This disease is chronic, 
lifelong and occurs most commonly in people from sub-Saharan Africa [3]. This disease is 
prevalent in zones where Malaria is or was common. Although disease is present in other 
ethnicities is much less common [2]. 
 
Development of computational tools to study therapeutic treatments is the ultimate objective of 
this work. Different authors have worked using several computational approaches, for example, 
Bagchi [13] used the Neo-Hookean constitutive model in order to represent the mechanical 
behavior of the RBC membrane. They model SCD by increasing the values of shear and bending 
modulus of the membrane. In his simulations it is evident that isolated sickle cells undergo only 
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tumbling motion in contrast with normal easily deformable RBC that undergo simultaneous tank-
treading and tumbling motions. He also found that cells with normal deformability migrate faster 
than less deformable cells in lateral migration experiments. The main limitation of this approach 
is that simulations were performed using 2D models and without the characteristic geometry of 
sickle cells. Liu et al. [7] implemented an Immersed Finite Element Method and mesh-free 
methods using Mooney-Rivlin constitutive model to study aggregation phenomenon, in their 
work they showed that apparent viscosity increases with the increasing stiffness of the cells. 
Although their simulations were performed in the 3D domain clear relation between membrane 
deformability and apparent viscosity is not reported and variations in membrane geometry was 
neglected as well. Most of these authors have used IBM [11][12][15] to capture interaction 
between cells and surrounding fluid, they differ either in fluid solver or membrane representation.  

 

 
A) Biconvex 

 
B) Convex-convex. 

 
C) Flattened 

 
D)Parabolic 

 
E) Biconcave (Healthy)  

F) Section of tessellated mesh. 
 

Fig. 1. - Common geometries of RBCs in sickle cell disease. Dimensions have been reported by 
many authors [4], [8], [14]. 

 
2. METHOD OVERVIEW 
 
The method used in this work consists of a Eulerian Navier-Stokes solver for the incompressible 
fluid, a Lagrangian description of membranes, a framework to capture interaction of both systems 
and an interaction potential between nodes of different cells. Extensive validation of this method 
has been recently carried by Krüger et al. [3][6], moreover, the accuracy of the method when 
numerical parameters like mesh refinement, aspect ratio between elements of the Eulerian and 
Lagrangian descriptions and the effect of different stencils used in the definition of the delta 
function within the IBM framework, have been studied. In this work a D3Q19 unit cell for the 
LBM is used. Boundary conditions were implemented using the on site scheme proposed by 
Hecht et al. [4]. Linear Finite Element Method proposed by Charrier et al. [5] is used to model the 
RBC membrane, this approach have been used by several authors [9][10][11][12][15]. The Evans 
and Skalak constitutive equation is used to model the membrane. The general idea is to find the 
strain state of each element in the membrane through nodal displacements. Once strain state is 
calculated, nodal forces can be found using the selected constitutive model and the principle of 
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virtual work. Since every node is part of more than one element, summation over all elements that 
share that node is performed in order to find the total force. This force is then applied back to the 
surrounding fluid with the same magnitude but opposite direction using IBM. 
 
3. PRELIMINARY RESULTS 
 
In order to validate the behavior of the proposed algorithm, a common test has been performed.  
This test consists of a capsule suspended in a shear flow, as shown in Fig. 2. The presence of tank 
treading and the inclination angle agrees well with the models proposed by  Barthès-Biesel [16]. 
For a mesh composed by 642 nodes and 1280 elements the variation in the inclination angle and 
angular velocity is less than 5% with respect to the analytical solution. 
 

 
Tank treading behavior under shear flow, Ca = 

0.001, Re = 0.002 

 
 Stream lines around suspended capsule 

H/r=10, L/!x=1.5. 
Fig. 2. – Tank treading behavior of elastic capsule suspended in shear flow. 

 
Fig. 3 shows the configuration used to perform measurements of apparent viscosities in relation 
with membrane rigidity and geometry. Eight sickle cells are suspended in a pressure driven flow. 
The increase in blood viscosity is observed for flows with presence of sickle cells. The relation 
between membrane rigidity and apparent effective viscosity is logarithmic. Lateral migration 
experiment confirms previous results where it has been observed that normal RBC with less rigid 
membranes migrate faster to the center of flow than more rigid cells. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Sickle Cells suspended in Hagen-Poiseuille flow, Re = 0.002. Every cell is composed by 
642 nodes and 1280 elements. Fixed mesh is composed by 50x50x200 nodes. 
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4. CONCLUSIONS 
 
We have used a hybrid numerical algorithm to investigate effect of sickle cells disease in blood 
rheology.  Evans-Skalak constitutive model has been used to model membrane behavior. Morse 
potential has been included to simulate cell-cell interaction and aggregation phenomenon. This 
numerical method has been applied to study the effect of deformability of cell in bulk blood 
rheology. Effect of interaction potential in bulk rheology has been investigated as well. Extending 
this algorithm to hundreds of cells is straightforward, although optimization of the algorithms to 
run in parallel is needed in order to improve time efficiency of the simulations. Consistently, 
results have been found to be in agreement with previous works. 
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SUMMARY 

 
Our understanding of the genesis and evolution of Abdominal Aortic Aneurysms (AAAs), with 
particular emphasis on Intra-Luminal Thrombus’ evolution, may be improved by studying the 
complex interplay between fluid-dynamics and biochemistry. To investigate the evolution of pro-
thrombotic chemicals inside the blood flow, in particular thrombin (factor IIa), a fluido-chemical 
model has been developed. To this end a series of convection-diffusion-reaction (CDR) equations 
describing the tissue factor pathway to thrombin have been solved on top of the biofluid 
dynamics problem. The proposed model integrates biochemistry and fluids dynamics, and hence, 
supports a comprehensive understanding of how ILT in AAAs may develop. 
 
Key Words: Intra-luminal thrombus, coagulation cascade, CFD, convection-diffusion-reaction 
equations. 
 
 
1. INTRODUCTION 
 
Abdominal Aortic Aneurysms (AAAs) are frequently characterized by the presence of an Intra-
Luminal Thrombus (ILT) known to affect biochemically [1] and biomechanically [2] their 
development. ILT's evolution is still under scientific debate, and little knowledge has surfaced 
regarding the chemical environment of the aortic blood flow; this being too often neglected in 
literature. Hence, the evolution throughout the fluid domain of chemical species related to the 
coagulation cascade, in particular thrombin (factor IIa), their distribution related to coherent 
vortical structures [3] and their effect on ILT evolution is the subject of the present work. 
 
2. MAIN BODY 
 
Idealized and patient specific AAAs have been considered, with the latter reconstructed from 
Computer Tomography-Angiography (CT-A) scans. The tissue factor pathway to thrombin [4] has 
been implemented first as a 1D time-dependent model [5] and later extended to a full 4D model 
(space-time) through a series of convection-diffusion-reaction (CDR) equations while the blood 
has been modeled as a non-Newtonian incompressible fluid using the Carreau-Yasuda model. The 
fluid-dynamics problem and the convection-diffusion-reaction equations have been solved in 
COMSOL (COMSOL AB). Triangular and tetrahedral meshes have been created for 2D-
axialsymmetric and 3D simulations. The fluid-dynamics problem was discretized with Lagrange 
P3P2 elements and streamline diffusion and crosswind diffusion have been used for stabilization 
purposes [6]. Due to the convection-dominated nature of the CDR set of equations (Pe>>1) fine 
meshes, especially in regions of expected strong concentration gradients like the near wall 
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regions, Lagrange cubic elements and stabilization techniques like SUPG and crosswind diffusion 
have been used to avoid uncontrolled oscillations in the solution variables. Coherent vortical 
structures educed with the λ2-method [3] and thrombin distribution have been evaluated in 
different AAAs. In particular the evolution of thrombin throughout the domain as a function of 
the damaged wall area has been studied. 

 

 
Figure 1: Example of thrombin (factor IIa) segregation in the near wall region due to a coherent 
vortical structure in the aneurysmatic bulge. 
 
3. CONCLUSIONS 
 
A concentration boundary layer develops naturally along the damaged aortic walls where the 
coagulation cascade is triggered. Vortical structures, which are strongly dependent from the 
geometry, determine the accumulation of chemicals in the near wall region and their distribution 
throughout the fluid domain. In particular, vortices can force the segregation of thrombin near the 
wall (Figure 1) increasing platelets activation and adhesion in the affected region, or force 
thrombin to follow a certain path along the aortic lumen. Naturally, vortex boundaries, due to the 
high shear stresses here present, increase the mixing of chemicals, creating a favorable 
environment for chemical reactions. In complex fluid domains, as is the case of patient-specific 
AAAs, the distribution of thrombin is dependent from the damaged wall areas. The present 
approach has the potential of elucidate fluid-driven ILT evolution in particular with regard to the 
regions with high platelets activation and platelet adhesion. However, more knowledge regarding 
the initial endothelial damage, for example its location and extension, is needed to validate the 
present approach. 
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SUMMARY 

 
The Fontan procedure is a surgery to treat single ventricle heart defects, in which the patient’s 
inferior vena cava (IVC) is connected to the pulmonary artery (PA) via a tube-shaped Gore-tex 
graft. Previous studies have demonstrated that the geometry plays an important role in Fontan 
hemodynamics. A novel Y-shaped design was recently proposed to improve upon traditional 
designs, and results showed promising improvements in energy dissipation, pressure levels, and 
flow distribution. In this study, we compare hemodynamic performance of three competing 
designs in five patients by performing patient specific flow simulations. The hepatic flow 
distribution, which is clinically related to the development of pulmonary arteriovenous 
malformations (PAVMs), is particularly studied. Results show that the geometry and boundary 
conditions significantly influence the hepatic flow distribution, and that overall the Y-graft design 
distributes hepatic flow more evenly than traditional designs. In the second part of this study, we 
couple particle tracking to shape optimization in an idealized model to optimize the hepatic flow 
distribution under a series of conditions. We observe that optimal hepatic flow distribution is 
consistent with the theoretical optimum derived from conservation of mass. A semi-idealized 
model which incorporates a patient specific SVC is also optimized to evaluate the effect of SVC 
geometry on flow distribution. Optimization results will then be used to improve performance in 
some underperforming patient specific models.   
 
Key Words: Blood flow, surgical design, optimization, CFD . 
 
1. INTRODUCTION 
 

Singe ventricle heart defects are among the most challenging for pediatric cardiologists and 
surgeons to treat. Patients born with a single functional ventricle are cyanotic and the condition is 
uniformly fatal without surgical intervention. Typically a three-staged palliative surgery is 
performed. In the second stage, the bidirectional Glenn procedure, the superior vena cava (SVC) 
is connected to the pulmonary arteries (PAs). In the third and final stage, the Fontan procedure, 
the inferior vena cava (IVC) is connected to the PAs via a Gore-Tex tube forming a T-shaped 
junction. Although early survival rates following the Fontan procedure are greater than 90%, 
significant long term morbidity remains, including diminished exercise capacity, thromboembolic 
complications, protein-losing enteropathy, arteriovenous malformations and arrhythmias [1].  
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Advances in CFD, MRI and CAD have enabled detailed simulations of Fontan hemodynamics. 
The impact of geometry on Fontan hemodynamics has been demonstrated in multiple recent 
studies and is widely accepted in the engineering and clinical communities [2] [3] [4]. An offset 
design was the first design derived from simulations and adopted by surgeons to reduce energy 
loss [5]. Recently a new Y-shaped graft bifurcating the IVC flow has been proposed to replace 
traditional T-junction and offset designs [6][7]. Preliminary results show that the Y-graft design 
improves the energy efficiency, SVC pressure and hepatic flow distribution. 
 

Recent studies have shifted the focus of computational studies from solely studying the energy 
dissipation to a multiple parameter approach. It was found that the hepatic flow distribution varies 
greatly with geometry of the Fontan connection and flow conditions. Although the pathogenesis 
of PAVMs remains unknown, there is adequate clinical data to indicate that lack of hepatic flow 
in the left or right pulmonary artery may cause PAVMs [8]. Thus, a surgical design based on 
energy dissipation alone without considering hepatic flow distribution may unnecessarily increase 
the risk of PAVMs. To assess the potential of the Y-graft to improve hepatic flow distribution, we 
virtually implanted Y and tube-shaped grafts into five patient specific Glenn models and 
simulated post- operative flow conditions. Each design was evaluated with multi-parameters [5] 
with particular attention paid to the hepatic flow distribution. To gain further physical 
understanding, we then employ an optimization framework to unveil the optimal shapes that 
distribute hepatic flow evenly under a series of flow conditions.  
 
2. Method 

Y-grafts with 20 mm diameter trunk and 15 mm diameter branches, and T-junction and offset 
designs with a 20 mm diameter were virtually implanted into five patient specific Glenn models 
(A-E) using a customized version of the Simvascular package. Multiple Y-graft and offset 
designs were implemented for patients B and E due to PA stenosis and heterotaxy.  

 

  
 
Fig 1: Original Glenn models and variations of  Fontan 
geometries for five patients.                                  
  

Fig 2: Model parameterization and optimization procedure. 
Patient specific SVC is also incorporated into the idealized 
model. 

   Flow simulations were performed with a stabilized finite element Navier-Stokes solver [9] 
assuming rigid walls and Newtonian flow. Final meshes consisted of approximately 1 to 1.5 
million elements and adaptive meshing was used to ensure convergence. Pulsatile inflow and 
three element RCR circuit model were employed at the inlets and outlets respectively [10] [11]. A 
respiratory model [12] was superimposed on the IVC waveform.   
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Standard methods [7] were used to calculate the power loss, SVC pressure and wall shear stress 

for each model. To quantify the hepatic flow distribution, particles were released continuously at 
the inlet of the IVC and Lagrangian particle tracking was performed [12]. Particle tracking results 
are compared with the theoretical optima for the hepatic flow distribution which is derived from 
conservation of mass. 

 
A shape optimization framework that employs Kriging surrogates and mesh adaptive direct 

search (MADS) has been developed for Fontan surgical design based on an idealized model [14]. 
In this study, we incorporate particle tracking into the optimization framework to systematically 
explore optimal shapes for the hepatic flow distribution. To evaluate the impact of SVC on the 
optimal design, we also optimize a semi-idealized model (Fig.2) which incorporates patient 
specific SVC and approximates PAs by a cylindrical tube. Improvements to the patient specific 
designs based on optimization results will be explored. 

 
3. Results 
Fig. 3 shows two patients’ hepatic flow distribution in each design and the robustness of the Y-
graft and offset designs to the changes of the pulmonary flow split. In patient A, the Y-graft 
design achieves the closest distribution to the theoretical optimum, even though patient A’s right 
lung receives more than 80% of the total venous return. For the T-junction design, over 90% 
hepatic flow is skewed to the RPA because the SVC jet blocks the hepatic flow going to the LPA 
(Fig. 4). The offset design performs well under the original pulmonary flow split but skews the 
hepatic flow to the LPA when LPA resistance is reduced. In patient D, the offset design results in 
a highly uneven hepatic flow distribution when the pulmonary flow split is close to 50/50. 
 
Fig. 5 shows the optimal shapes under two pulmonary flow splits using pulsatile flow. Both equal 
and unequal-branch designs achieve the same performance under an 80/20 pulmonary flow split 
(Fig. 6). The unequal-branch design could be ruled out due to higher energy loss, compared to the 
equal-branch design. 
 

 
Fig 3: Left: Hepatic flow distribution in each design 
(amount of IVC flow in right and left lungs). Right: 
Robustness test for the Y-graft and offset designs. 
Patient’s original pulmonary flow splits are marked by 
arrows.                                                                            

Fig 4: Time-averaged velocity vectors in the Y-graft 
and T-junction models for patient A. 
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Fig 5: Optimal shapes for the hepatic flow distribution under 
two pulmonary flow splits. Theoretical optima are achieved.                

Fig 6: Both equal and unequal-branch designs achieve 
theoretical optimum.

 
4. CONCLUSIONS 
 
We have demonstrated that Fontan geometry significantly influences the hepatic flow distribution. 
Overall, the Y-graft design results in more even hepatic flow distribution and moderate 
improvements in energy loss and SVC pressure. The offset design is able to achieve an even 
hepatic flow distribution for patients with highly unequal pulmonary flow splits, but is sensitive 
to variations in pulmonary flow split.  The flow distribution optimization demonstrates that the 
optimal hepatic flow distribution can be theoretically achieved in an idealized model (Fig 6) 
under a large range of flow conditions. In conclusion, the results of this study indicate that the Y-
graft design has potential for clinical application but that graft designs should be carefully tailored 
for individual patients prior to surgery.    
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SUMMARY 
 
A new approach to quantification and modeling of the intraventricular blood flow is proposed 
using the exact solution of unsteady-state hydrodynamic equations for the class of tornado-like 
viscous flows. 
 
Key Words: Swirling blood flow, exact solution of unsteady-state hydrodynamic equations. 
 
 
1. INTRODUCTION 
 
The hydrodynamic structure of the blood flow in the heart and main vessels stays one of 
unsolved problems in cardiovascular physiology. Despite the existence of number of 
hypotheses, it is not any consented opinion on this matter at present. Many experimental 
studies performed during last 40 years demonstrate the swirling structural organization 
of blood flow in the ventricular cavity and aorta [Kuzmina, Zakharov, McDonalds, 
Rushmer, Ohlsson, et al.]. However, so far no mathematical methods have been applied 
for analysis and quantification of the blood flow structure. Importance of such analysis 
of blood flow structural properties is evident for the mathematical, numerical and 
laboratory modeling of blood circulation. This is also important for design and safety 
improvement of implantable devices, used in the cardiovascular surgery. 
 
2. MAIN BODY 
 
The quantification of swirling flow became feasible after the appearance in 1986 of the 
exact solution of Navier-Stocks and Continuity equations for the class of self-organizing 
swirling flows [Kiknadze G.I., Krasnov Yu.K., 1986].  

 
(Vr(t), Vz(t), Vφ(t) – radial, longitudinal and tangential velocity components; С0(t), 
C1(t), С2(t), βi(t) - independent time-functions; γ0(t), γi(t) - time-dependent flow 
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circulations; Г[C1(t)+1, βi(t)r2] – incomplete tabulated Г-function [Gelfand I.M.]; ν - 
medium viscosity). 
 The velocity field of elementary single swirling jet of considered flow type is 
described by the following expressions: 

  

 
where Г0(t) – time-dependent jet circulation, C0(t)-radial velocity gradient, reflecting the 
extent of jet convergence. 
 This solution describes the field of velocity and pressure in the axis-symmetrical 
flows where the medium element moves along the swirled converging trajectory. The 
longitudinal and radial velocity components do not depend on medium viscosity. So the 
energy losses in the flows of this type exist only in the tangential direction where the 
velocity depends on viscosity. As it is seen from the exact solution less the jet radius is, 
more the energy losses. The boundary interactions in these flows are determined by 
special structure of boundary layer consisted of the same micro vortexes that roll along 
the jet’s outer layer providing the zero velocity on the jet margin. Here the share is 
replaced by rolling which explains the low values of hydrodynamic resistance inherent 
to these flows. 
 The principle of such flows generating and evolution was used in a number of 
various technical devices. As a result a significant heat-mass exchange intensification, 
decrease of resistance of flowed surfaces, an energy transformation processes were 
achieved in different industrial processes [Kiknadze G.I., et al., 2009]. 
 Comparison of properties of tornado-like swirling flows and the flow of blood in 
the heart and main vessels reveals some evident similarities that allow the blood flow 
analysis using the above exact solution. These similarities may be summarized as low 
hydrodynamic resistance, anatomical convergence of the flow lumen, and spirally 
oriented trabecular profile on the inner surface of heart ventricles that should determine 
swirled structure of the flow [Gorodkov A.Yu., 2003]. 
 The study of the flow structure in the heart and main vessels on the base of exact 
solution for the class of tornado-like flow is performed in the Bakulev Research Center 
for Cardiovascular Surgery (Moscow) since 1992. It was proved that the blood flow 
corresponds to the class of tornado-like flows by means of morphometry of corrosion 
casts of left ventricle and aorta, using 4D mapping of velocity field in the aorta by MRI. 
The values of main model parameters, responsible for the flow generation and evolution 
were estimated. These parameters are the time-dependent functions determined by the 
geometry of the flowing lumen of left ventricle and aorta [Bokerya L.A., et al., 2003, 
Kiknadze G., et al., 2009]. They change dynamically during cardiac cycle reflecting the 
extent of pulsatile flow unsteadiness. The only way to measure directly these parameters 
is the in vivo measurement of velocity field with sufficient spatial resolution. However 
this procedure seems to be very complex in the ventricular cavity due to necessity of 
taking into account a lot of events occurring in the contracting heart. Moreover, some 
features of the flows of this type could not be measured, like the structure and thickness 
of boundary layer. Therefore the physical and mathematical modeling remains the only 
way to study these flows.  

A special channel was used to model a tornado-like swirling flow. The channel 
had a converged lumen and a set of twisting paddles inside the lumen. The channel 
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surface and the shape of paddles were designed in correspondence with the streamlines 
of tornado-like flows according to the exact solution. The water was used as a working 
fluid. The measurement of the main characteristics of the resulting flow revealed all the 
advantages of tornados – the absence of turbulence in a wide debits range, significant 
decrease of the resistance, additional flow acceleration provided by pressure gradients 
occurring due to the flow twisting. The measured flow characteristics have 
unambiguously proved the equivalence of the experimentally generated flow and the 
flow described by the exact solution.    

A finite volume algorithm is often used currently in the investigational practice 
in order to obtain the detailed 4D reconstruction of the velocity and pressure fields in 
different parts of the circulation. This method marked the beginning of a set of program 
packages intended to study the medium flowing around the bodies of complex spatial 
configuration, such as ANSYS CFX and ANSYS FLUENT. These programs were 
successfully used to reconstruct the velocity field, to estimate the energy balance in the 
flows, to minimize the turbulence behind various bodies flowing by media, etc.  

Using ANSYS CFX and ANSYS FLUENT a hydrodynamic computation of the 
flow inside the channel, which was used as a physical model for the tornado flow 
generation, was performed. The flow was carried out in twisted and rectilinear modes 
under several debit ranges. The flow reconstruction showed significant perturbations in 
the flow if debit exceeded the laminar rate (Fig. 1). The velocity and acceleration rates 
corresponded to the channel section areas, that is contrary to experimental results. The 
computational analysis of flow concluded that there is not any advantage of swirling 
flow mode in comparison with rectilinear one. 

 

On the base of exact solution a qualitative mathematical model was worked out 
which traces the paths of liquid particles injected in the axis-symmetrical flow 
according to the directions of tornado streamlines. The model provides the setting of 
axis length and curvature, the setting of medium viscosity, and the setting of plots of 
time-dependent functions determining the swirling structure of the flow changing due to 
cardiac contraction: the radial velocity gradient (C0(t); jet circulation Г0(t), and a 
distance between the particle’s position in the flow and the origin point of the 
cylindrical coordinate system of swirling jet Z0(t)). 
Under the condition of rectilinear axis and constant values of functions C0(t), Г0(t), and 
Z0(t) the streamlines reconstruction shows exactly the structure of flow generated in a 
channel used in experiment (Fig. 2). In the case of curved axis and dynamically changed 
functions C0(t), Г0(t), Z0(t) it becomes possible to obtain an asymmetrical flow pattern 

Fig. 1 Fig. 2 Fig. 3a Fig. 3b 
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reproducing the shape of left ventricular cavity as it is seen on the left ventricular cast 
(Fig. 3a, b) 
 
3. CONCLUSIONS 
 

The exact solution of unsteady-state hydrodynamic equations for the class of 
swirling tornado-like viscous flows adequately reproduces the spatial streamlines 
orientation in the model channel in conformity with experimental results; matching the 
time-dependent parameters determining the flow configuration and the position of 
curvilinear flow axis allows reproducing of asymmetrical flow following the shape of 
the left ventricular cavity. 
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SUMMARY 
 
The main object of this study is to develop 3D model of infant radiant warmer and to 
understand the heat transfer phenomena between an infant placed in a radiant warmer and 
the environment. A complete numerical simulation was done by using ANSYS software. 
The model was used in the Computational Fluid Dynamics (CFD) analysis with the usage 
of commercial code FLUENT. The analysis involves both the flow, convection and 
radiation heat transfer as well as the turbulence modeling. The experiments was done to 
validate a numerical solution. This results will be used to optimise the incubator 
parameters.  
 
Key Words: radiant warmer, premature infant, CFD, heat transfer, fluid mechanics 
 
1. INTRODUCTION 
 
According to WHO (World Health Organization) the term of premature infant is a baby who was 
born between 22nd and 37th week of pregnancy. This term is not exact because it is hard to 
determine the right term of conception. The lowest chance to stay alive and grow healthy has got  
the babies who were born before 28th week. This group has the biggest underdevelopment 
indicator and mortality rate. A big Number of premature infants decreases because of decreased 
total number of delivery. The reason of premature childbirth strongly depends on a social and 
medical indicator e.g.: the mother's age, it should be lower than 16 and bigger than 35, work time 
more than 40 hours per week,  environment pollution, genetic defects, population’s oldness or 
sterile aspect of life. Premature infants are weaker and their organs are not well developed it 
strongly depends on weight which is an organ indicator because it verifies if the newborn has a 
chance to quick recovery Children who were premature born, usually have a low weight 
Chiswick in 1986 divided birth weight it 4 categories, table 1- shows that schedule [4-6]. 
 
Table 2. Birth weight categories (Chiswick M. 1986).  
Category  Birth-weight (grams) 
Low Birth Weight (LBW) <2500 
Very Low Birth Weight (VLBW) <1500 
Extremely Low Birth Weight (ELBW) <1000 
Incredibly Low Birth Weight (ILBW) <800 
 
The largest problem in neonatology is to keep them alive but it is not the only thing. Very 
important is  2 or 6 years control and stimulation of the premature birth children, with neurologist, 
respiration, oculist, etc.  rehabilitation, as well. As it was mentioned above the problem with 
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healthy growth of a premature indents is a long process which does not finish after leaving 
hospital however better treatment at once delivery give more chances to quicker get the same 
condition as healthy children. Thanks to many researches and inventing a modern medical 
devices therapy can be carried out better than in the past was. One kind of a special rescue device 
is an incubator: closed – which is well known and open – called a radiant warmer.  
The best solution is to place them in a closed incubator and to guarantee the optimal thermal 
conditions for development. However, in the case of  free access to infants is the most important 
aspect, an open incubator should be used.  
A purpose of this project is to build a numerical model and to understand the phenomena of heat 
transfer between an infant and surrounding environment in a radiant warmer in order to ensure 
the optimal temperature of body. The attention was paid on natural convection, radiation and 
conduction only and not on other aspects of the heat transfer. Other possible occurrences- like 
evaporation, for example are more advanced and will be developed in further work. 
 
2. FUNDAMENTALS OF THERMAL CONTROL;  RADIANT WARMER  
 
2.1  Heat balance equation  
 
The human normal temperature is different in case of skin measured in the stomach: 36.2-37.2°C 
and on the core body, measured in rectum: 36.5-37.5°C as an effect of energy balance: heat 
generation and losses into the environment. The heat balance equation is presented by ASHRAE [1]: 

  
(1) 

Where: M – metabolic energy production; W – mechanical work, Qsk – skin heat loss; Qres – heat 
loss through respiration; C – convective skin heat loss; R – radiative skin heat loss; Ersw – 
evaporative skin heat loss (through sweating); Edif  – evaporative skin heat loss (through moisture 
diffusion); Cres – convective heat loss from respiration; Eres – rate of evaporate heat loss from 
respiration.  
 
2.2  Infant thermoregulation 
 
Premature infants (born before 32 week) with Very Low Birth Weight (<1500 gram) have 
handicapped thermoregulation system, so it cannot keep the constant temperature longer than 
little while, as e.g. grown-up person. Foetal exchanges 85% of heat trough placenta and only 15% 
through the skin which is thin and not well developed and loses the heat more rapidly that normal 
baby. Therefore, after delivery there should be ensured a neutral environment with neutral 
temperature which is not the same for every infant and depends on body weight and birth age. 
Generally even low fluctuation (even about 1°C) of core body temperature can be dangerous for 
infants’ life. Consequently, closed incubators and radiant warmer are really essential [6]. 
 
2.3  Radiant warmer 
 
Model of the open incubator used in the presented study was built on the bases of “Babytherm 
8010 Radiant Warmer”, constructed by Dräger Medical – Germany, which is installed in “Upper 
Silesian Child and Mother's Centre of Health” in Katowice [2]. Figure 1 shows the real model of 
the incubator. The incubator consists of two main elements: of heat production: a lamp (1) with 
infrared bulbs, and a bed (2) with a heating up mattress. In this project there were analysed two 
cases which do not use a radiator lamp but a mattress only. The full model analyses will be 
possible in the future because  standard models of radiation which are implemented in Fluent 
Solver solve  an diffusion radiation only, while the main part of radiator lamp in this device is an 
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reflector. For this case an own radiation solver is being created basing on the MONTE CARLO 
method [3].   
The Model Design pre-processor was used to create 3D geometry (middle), and to discritise the 
whole domain in the considered region (right) [5]. Due to the restrictions of the hardware and 
computational time it is important to find a compromise between number of cells and solution 
accuracy. An unstructured (triangular) mesh which is comprised of 340000 elements was used.  

   

Figure 1: Real model (left), 3D Design Modeller model (middle), meshed model (right).  

 
3. COMPUTATIONAL FLUID DYNAMICS ASPECTS  
 
FLUENT solver was used to solve heat and flow phenomena. A 3D model was analysed. The 
following settings were assumed. Firstly, all of processes are considered as a steady–state. The 
fluid as an in-compressible ideal gas was admitted. Air is viscous and analyzed by , RNG 
(renormalization group) turbulence model. Radiation is considered by Discrete Ordinate radiation 
model [4] which permission describes diffusive radiation between baby skin and surrounded 
devices.  
 
4.  CALCULATIONS AND THEIR SOLUTIONS  
 
The calculations were done in the case of baby who was not protected. The aim was to observe 
how much time it takes to obtain the hypothermia. This problem will be solved by comparing two 
solvers: Fluent – which modeling what is being done in the space surrounding baby and own 
solver (which is connected to Fluent) which can calculate a core temperature. Numerical solution 
is shown in Figure 2 where the temperature distribution was presented (left) and temperature 
distribution with vectors speed of  

  
Figure 2: Temperature distribution, whole model °C (left), temperature distribution with vectors m/s (right). 

1 

2 
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air (right). In both cases the highest value of temperature and air velocity are the highest above an 
baby model because of natural convection. The total heat loss through convection and radiation is 
about 10W. 
To validate above numerical simulations a laboratory stand was constructed. The part of the 
laboratory devices was shown on figure 3. It is a model of a baby (1), with a thermocouples (2) to 
monitor a temperature in a model and above where is the biggest temperature gradient is.  
 

  

 

Figure 3: The model of a infant 
baby (1) with thermocouples (2). 

Figure 4: Flow field above infant model. An experimental solution (left), 
an numerical solution (right). The shine on the left hand site it figure 4 
left is a reason of that the laser was on the right hand side model. 

 
In the figure 4 (left)it is shown the experimental flow field surrounding the heater. In the figure 4 
(right) a numerical solution next to the baby model. These experiments show that the 
temperatures are the same on the body surface as well as above it. In both cases, a duck is shown 
very well. It is characteristic for a natural convection. Velocity distribution was measured by 
using a PIV method and it is 0.06 m/s. It means it is almost the same as in the case of numerical 
model. The additional protection for a baby is the transparent shields in incubator which are also 
being modelled and tested by laboratory devices.  
 
5. CONCLUSIONS 
 
Radiant warmer is a very important device in every delivery room. Nowadays, devices are very 
modern, but there are still places which should be improved. The optimalisation of this equipment 
is really important but making experiments within baby is unacceptable. The CFD 
(Computational Fluid Dynamics) can give a proper solutions with a numerical model without 
exposing the premature infants. The experiments presented above prove that this numerical model 
can be used successfully to future researches with MONTE CARLO radiation model to modelling 
full incubator usage. A full model with a tool to solve core temperature will be presented in a 
conference.  

REFERENCES 

[1] ASHARE Fundamentals Handbook. Physiological principles, comfort and health, 
Atlanta 1989. 

[2]  Babytherm 8040/8010 radiant warmer. Instruction for use. Dräger Medical AG & Co. 
KGaA 

[3]  Fluent 6.3. User guide, Lebanon, NH, USA: Fluent Inc.; 2006 
[4]  Parsons K.C. Human Thermal Environments… Taylor & Francis, London, NY 2003 
[5] Radshaw M., Rivers R., Rosenblatt D. Born too early. Special care for your preterm baby. 

Oxford University Press Inc. 1985 
[6] Szczapa J. Podstawy neonatoligii Wydawnictwo Lekarskie PZWL, Warszawa 2008 
 
 

446



2nd  International Conference on Mathematical and Computational Biomedical Engineering – CMBE2011 
March 30 – April 1, 2011, Washington D.C., USA 

P. Nithiarasu and R. Löhner (eds) 
 

ESTIMATION OF PULSE WAVE VELOCITY DERIVED FROM 2D AND 4D 
FLOW-SENSITIVE MAGNETIC RESONANCE IMAGING 

 
Andrew L. Wentland*, Alex Frydrychowicz**, Kevin M. Johnson*, Chris J. 

Francois**, Thomas M. Grist**, and Oliver Wieben* 

* Department of Medical Physics, University of Wisconsin School of Medicine & Public 
Health, Madison, WI, USA 

** Department of Radiology, University of Wisconsin School of Medicine & Public 
Health, Madison, WI, USA 

 
SUMMARY 

 

Pulse wave velocity (PWV) is a useful biomarker of vascular stiffness. We investigated the use of 
a 4D radially undersampled, volumetric, and dynamic flow-sensitive MRI acquisition for 
computing PWV. An analysis package was created that allowed for the computation of PWV 
from this 4D velocity encoded data set, from a series of targeted 2D velocity acquisitions, and by 
mapping the 2D slice locations to the 4D data set. PWV was computed in five volunteers with 
four methods: time-to-upstroke (TTU), time-to-peak (TTP), time-to-foot (TTF), and cross-
correlation (XCorr). TTU, TTP, and XCorr calculations from the 4D data set provided results 
consistent with previously published studies. 2D results tended to be erroneous secondary to flow 
waveforms with a poorly defined systolic upstroke. 4D measurements repeated for the five 
volunteers demonstrated a moderate degree of reproducibility after excluding TTF calculations. 
 

Key Words: pulse wave velocity, phase contrast, magnetic resonance imaging, atherosclerosis 
 

1. INTRODUCTION 
 

In recent years there has been an increasing body of research into magnetic resonance imaging 
(MRI)-based techniques for evaluating atherosclerosis. MRI provides user-independent, non-
invasive measurements without the need for ionizing radiation. In addition to anatomical imaging, 
velocity-sensitive phase contrast (PC) MR measurements can provide velocity maps with one-, 
two-, and three-directional velocity encoding. From such data sets, patient-specific functional 
parameters to assess atherosclerotic burden can be derived, including the calculation of pulse 
wave velocity (PWV) [1, 2]. As arteries are stiffened by the growth of atherosclerotic plaques, the 
pulse wave of blood down the aorta is accelerated because of the loss of elastic recoil in the 
vessel [3]. The calculation of PWV is dependent on the amount of time the aortic blood flow 
waveform shifts for flow waveforms progressively downstream the aorta. The majority of studies 
on PWV have focused on calculating PWV from a series of 2D PC images along the length of the 
aorta [4, 5]. These flow measurements are acquired as an image series that provides maps of the 
through-plane velocity component during the entire cardiac cycle, prescribed perpendicular to the 
vessel path of interest. For PWV analysis, these methods are highly dependent on accurate 
cardiac triggering and the distance calculation between the imaging planes, as derived from 
additional volumetric scans. Other investigators have explored the use of 4D PC MRI [2] for 
computing PWV, but the lengthy volumetric acquisitions with Cartesian sampling usually require 
compromises in temporal resolution, which is vital to PWV calculations. 
 

Over the last few years we have developed a 4D PC MRI technique, termed PC VIPR (Phase 
Contrast with Vastly-undersampled Isotropic Projections), that makes use of radial 
undersampling to significantly reduce scan time [6] while maintaining high spatial resolution. In 
addition to providing three-directional velocity information over the entire cardiac cycle, this PC 
MRI technique has been successfully used to compute pressure gradients as validated in animal 
studies [7] and to estimate wall shear stress [8]. Since the PC VIPR technique provides flow 
information over a large anatomic region, we explored the use of this approach for computing 
PWV measurements in the thoracic aorta. The purpose of this study was to i) introduce a user-
friendly tool for the computation of PWV from both 2D and 4D PC MR data sets, to ii) assess the 
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feasibility of computing PWV from a radially undersampled 4D PC MR (PC VIPR) technique, 
and to iii) assess the reproducibility of the 4D analysis approach. 
 

2. METHODS OF COMPUTING PWV 
 

2.1   Data Acquisition 
 

Five healthy volunteers (1 male; 4 females; average age = 35.8 ± 16.7 years, range = 22 - 59 years) 
were included in this HIPAA-compliant study, which was approved by our local IRB. Written 
informed consent was obtained prior to participation. Inclusion criteria were BMI<30 and no 
history of smoking or cardiovascular disease. 4D PC VIPR data were acquired on a 3T MR 
scanner (MR750, GE Healthcare, Waukesha, WI) with a 32-channel body coil (NeoCoil, 
Pewaukee, WI), retrospective ECG cardiac gating, adaptive respiratory gating (50% efficiency), a 
1.25 mm3 isotropic spatial resolution, 26-34 times frames/cardiac cycle (32-33.5ms), and a scan 
time of ~11.5 minutes. 2D PC images were acquired in the ascending aorta, aortic arch, and in the 
proximal and supra-diaphragmatic descending aorta in repeated breath holds. Scan parameters 
included:  a temporal resolution of 63 ± 13 time frames (ave. ~10.7ms), prospective ECG cardiac 
gating, a spatial resolution of 1.6x1.6mm2, and a slice thickness of 7mm. 
 

 
Figure 1. A MATLAB-based GUI demonstrating 2D measurements of PWV from three slices and independent 4D 
measurements of PWV from 8 planes along the aorta. 

 

2.2   Graphical User Interface Development 
An interactive graphical user interface (GUI) was implemented in MATLAB (version 7.9, The 
MathWorks, Cambridge, MA), as shown in Figure 1. The tool allowed for the computation of 
PWV from 2D and 4D data independently, and also for the correlation of 2D and 4D data. 
 

The workflow for the analysis of 2D PC MR data is as follows: a time series is first loaded and 
displayed in the GUI. A region of interest (ROI) is placed on any time frame in the 2D series and 
copied to the other time frames. A flow curve is generated from the ROI by velocity integration 
over the selected area. After this flow curve is loaded to memory, the next 2D series is loaded 
from a different anatomical position. Once the flow curves from all 2D series are evaluated, a 
‘candy-cane’ view of the aorta derived from a 3D angiogram is loaded and used to estimate points 
along the vessel center. From these points a cubic spline interpolant is generated to derive a 
centerline along the aorta. The orientation of each 2D slice is mapped to the ‘candy-cane’ view; 
the intersection between each 2D plane with the centerline is identified and used to calculate the 
distance between planes along the centerline. 
 

The workflow for the analysis of 4D data is as follows: a surface-shaded 3D display of the aorta 
is generated from the complex difference information. 2D planes are placed interactively and 
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obliquely to be perpendicular to the vessel orientation at several points along the aorta. For each 
plane, the centroid is computed. The coordinates of each centroid are used to compute a cubic 
spline interpolant along the vessel lumen that is then used to calculate the distance between each 
of the planes. 
 

The planes from the 2D measurements can also be loaded into the GUI to synthesize planes from 
the 4D data at equivalent orientations. Since MRI images can be prescribed in any plane, the 2D 
slices were acquired obliquely to the vessel; as such, the same orientation of each 2D plane was 
recreated in the 4D data set. The distance between planes was computed from the ‘candy-cane’ 
view, since the 3-4 planes used in the 2D analysis would be insufficient for defining an 
appropriate spline three-dimensionally. 

 

2.3   PWV Algorithms 
Four methods of computing PWV 
were used: time-to-upstroke (TTU), 
time-to-peak (TTP), time-to-foot 
(TTF), and cross-correlation (XCorr), 
with the latter three previously 
described by [2, 9] (Figure 2).  

 

The TTP was identified as the time 
point of the global maximum flow 
rate for each of the flow waveforms. 
TTF was identified as the intersection 
of the abscissa with a line fitted to the data points along the upstroke between 20 and 80% of the 
maximum flow rate. XCorr was computed as the amount of time each flow waveform had to shift 
relative to the initial flow waveform for maximum correlation, computed as 

ሺ݂ څ ݃ሻሾ݊ሿ ൌ ෍ ሾ݉ሿ݃ሾ݊כ݂ ൅ ݉ሿ
ஶ

௠ୀିஶ

 

Finally, TTU was computed from the second-order finite difference of the flow waveform as: 

݂ᇱᇱ ൎ
݂ሾ݊ ൅ ݄ሿ െ 2݂ሾ݊ሿ ൅ ݂ሾ݊ െ ݄ሿ

݄ଶ
 

 
flow_padded = [0 flow_points 0]; 

second_der = (-flow_padded(1:end-2) + 2*flow_padded(2:end-1) -flow_padded(3:end))/Δt; 
 

where h = Δt = temporal resolution or frame # and f [n] = flow_points = the flow waveform. 
 

The maximum rate of change along the upstroke 
of the flow waveform was identified as the zero 
crossing of the second derivative of the flow 
waveform. The time point corresponding to this 
zero-crossing was recorded for computing TTU. 
 

As shown in Figure 1, the distance between each 
plane was plotted versus the TTU, TTP, TTF, and 
XCorr time points. The PWV for each method was 
computed as the inverse slope of a line fitted to 
these data [2]. 
 

3. RESULTS & DISCUSSION 
 

3.1   PWV Calculations in Five Volunteers 
PWV was computed for five volunteers using the 2D approach, the 4D approach, and the 2D → 
4D comparison (Figure 3). Best agreement with data typically described in the literature [2] was 
found for 4D TTU, TTP, and XCorr and 2D → 4D XCorr measurements. For the 4D data, the 
XCorr method was the least variable, whereas the TTU method was the least variable for the 2D 
data set. 4D independent measurements were less variable than measurements acquired from the 
2D → 4D approach. 2D TTF, 2D XCorr, and 4D TTF revealed non-physiological results. This 
was of special note since 2D scans are widely used for PWV calculation and can be considered a 

Figure 2. Blood flow in the aorta demonstrating the time-to-peak 
(TTP), time-to-foot (TTF), and time-to-upstroke (TTU). 

Figure 3. Box plots of PWV measurements for five 
volunteers as calculated from 2D PC slices, with the 
2D slices mapped to the 4D PC VIPR data set, and 
with the 4D data independently. 
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reference standard. The erroneous TTF and XCorr results are likely due to the lack of 
measurements at the beginning of the cardiac cycle for planes close to the heart. Time frames 
from our prospectively gated 2D PC acquisition often began during the upstroke of the flow 
waveform, especially in the ascending aorta. As a result, a foot could not be accurately defined; 
since parts of the characteristic waveform were missing for planes in the ascending aorta, and 
more completely defined for planes downstream, cross-correlation was often erroneous. 
 

3.2   4D Reproducibility Calculations 
4D independent measurements of PWV were repeated for the five 
volunteers (Table 1) to assess the dependence of the 
measurements on plane placement and hence slight variations in 
flow waveforms. There was no statistical difference between the 
two sets of measurements as evaluated with a Student’s t-test (p = 
0.61). A Pearson’s correlation coefficient was computed for 
evaluating the reproducibility of the data. The correlation of the 
raw data was not significant (rho = 0.01; p = 0.97). A lack of time 
points at the beginning of the flow waveform led to erroneous foot calculations and therefore 
sporadic TTF measurements. Calculating the Pearson correlation coefficient from the TTU, TTP, 
and XCorr data only led to better correlation, although this was not quite statistically significant 
(rho = 0.50, p = 0.059). The TTU, TTP, and XCorr measurements were more robust and may 
prove to be more reproducible as we continue to recruit subjects to our study. 
 

4. CONCLUSIONS 
 

We successfully demonstrated the feasability of estimating PWV measurements in vivo from a 
4D PC VIPR acquisition using a MATLAB-based tool specifically designed for analyzing 2D and 
4D data sets. For most methods of computation, our PWV measurements in healthy volunteers 
were similar to previously reported PWV measurements [2, 5]. The radial sampling scheme 
employed in our 4D acquisition allowed for higher temporal resolution than previously publised 
4D techniques [2] with a clinically feasible scan time (~11.5 min). Although the PC VIPR 
technique provided inferior temporal resolution to the 2D acquisition, the PC VIPR acquisition 
provided PWV measurements that were less variable than measurements obtained from the 2D 
PC slices. Not all methods of computing PWV were compatible with our data sets—producing 
particularly erroneous results with the TTF method. In future work we will investigate a 
retrospectively gated 2D acquisition that is not limited by such trigger delays. In order to 
complete such an acquistion in a breathhold, we will explore 2D radially undersampled 
acquisitions. Additionally, we are actively recruiting more subjects to increase the statistical 
power of our results. 
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SUMMARY 

 
Commercialization of digital signal controllers (DSC) allows development of compact and 

noise immune system for ECG detection. Proprietary amplifier and filter system is however, 
required to acquire them and the output is generally analyzed offline using LCD displays. 
Inexpensive dspic DSC DM330011 from microchip is used in this paper for detection of ECG. 
Analog output of developed amplifier and notch filter system is fed to the DSC kit, processed, 
interfaced to computer and viewed on simulated oscilloscope. Developed MATLAB algorithm 
give digitally filtered and peak detected ECG resulting in a relatively inexpensive stand alone 
solution to real time medical monitoring. 

   
Key Words: Digital signal controller, ECG, MATLAB, Peak detection, Real time. 

 
 
1. INTRODUCTION 
 

Major modernization in bio-signal detection and processing are viable in the key areas such as 
compaction of sizes, low power consumption, enhanced efficiency and reliability, additional 
memory, quick response and lengthened battery performance. This was primarily handled 
through micro controllers which has gradually being substituted by Digital Signal Processors 
(DSP) based controls. Digital Signal Processors in combination with Microcontrollers make 
Digital Signal controllers (DSC) which allow computerized automatic investigation of human 
bio-signals and facilitate improved computational speeds, simple acquisition and interfacing 
arrangement, capacity to work on vast data and development of stand alone compact and cost 
effective system. Extensive work has been done in the area of ECG signal detection and analysis 
using DSP processors and micro controllers developed by Texas Instruments (T.I) that result in a 
real time system on chip solution [1], [2], [3], [4], [11]. Further signal analysis and filtering is 
done using Wavelets [5], [8], Template matching methods [6] or Correlation technique [12] on 
these embedded designs that enable portable monitoring [9] and spectral analysis [10].  
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Many other manufacturers like Hyperstone [13], [15], Motorola [14], STMicroelectronics [16] 
etc also allow the fast execution of algorithm for bio-signal processing based on DSP systems. 
However, for acquiring and viewing the bio-signal there is an additional requirement of ADC, 
filters, commercial amplifiers and LCD displays which make the entire arrangement expensive 
and complex [7]. This paper implements the development of a Microchip dsPIC digital signal 
controller DM330011 and computer based relatively cost effective real time system for 
acquisition and analysis of ECG waveform. The project work includes self developed amplifier, 
50 hertz notch filter, digital filter and peak detection algorithm in MATLAB.  
 
2. MAIN BODY 
 

Experimental set up for dsPIC DSC based real time system for acquisition of ECG signal on a 
computer is shown in Figure 1 and its block diagram is sketched in Figure 2. Front end of the 
measurement system consists of Ag-AgCl sensors, amplifier system, hardware band-pass filter, 
fifty hertz notch filter, Digital signal controller and a personal computer. The amplifier and filter 
system is already tested using TL-084C differential amplifiers [18] and notch filter using 741 op-
amps. MPLAB starter kit dsPIC digital signal controller DM 330011 board is used for continuous 
monitoring and automatic analysis of ECG. The starter kit has features of dsPIC 33FJ 256 GP 506 
and is a general purpose fixed point Digital Signal Controller (DSC) used for speech processing. 
Filtered analog output signal obtained from the front end of ECG amplifier system is routed 
through the line-in socket to the 12 bit analog to digital converter (ADC) module in the on board 
kit for software processing, ruling out the need of an extra ADC. The incoming bio-signal is 
amplified and sent to the ADC module on the dsPIC33F device through an anti-aliasing filter [19]. 

 

 
 

Fig. 1. Experimental set up for dsPIC DSC based System for acquisition of ECG Signals on a 
Computer 

 
 

Fig. 2. Block diagram of DSC based Real Time System for acquisition of ECG Signal on a 
Computer 
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The dsPIC33F device on the starter kit is pre-programmed with a Record and Playback 
application that uses the audio codec to play back the recorded signal [19]. The processed signal 
finally appears in an analog form at the output port after passing through the Codec in the kit and 
feeds the output amplifier after converting this digital signal to analog. This output is interfaced 
directly to the sound port of the PC and the result is viewed on the virtual oscilloscope 
programmed in MATLAB. The Zero phase band-pass filter and peak detection algorithm tested 
and implemented in MATLAB are verified in the development software tool provided by dsPIC.  

 
Microcontroller based systems used earlier lack the complicated processing power requirements 

but the DSP kits used these days for medical monitoring have sufficient power for long-lasting 
use [20]. The design implemented in this work ensures sophisticated real time processing of bio-
signals using MicroChip’s DSC kits that requires less power, is compact in size and is cost 
effective. Figure 3 shows snap shot of filtered ECG Signal as recorded in DSC DM330011 
displayed in MATLAB virtual oscilloscope and Figure 4 is the snap shot of peak detected ECG 
Signal recorded on DSC DM330011. Advantage of using DSC over usual microcontrollers is that 
DSC uses Harvard architecture having separate memories for data and instructions whereas others 
use the Von Neumann architecture that uses a single memory to hold both data and instructions, 
thus providing higher speed [21]. For acquiring the bio-signal especially ECG, commercially 
available amplifiers and ADC are utilized which make the entire system cumbersome and 
expensive. MPLAB’s dsPIC digital signal controller DM 330011 kit used in this project has on-
board ADC which enables reduction in the complexity of the medical monitors. The amplifier 
system required are custom made, have already been tested on a MATLAB based GUI and are 
relatively cost effective. 

 

 
 

Fig. 3. Filtered ECG Signal recorded in DM330011 displayed in MATLAB virtual oscilloscope 
 

 
 

Fig. 4. Peak detected ECG Signal recorded in DM330011 displayed in MATLAB virtual 
oscilloscope 
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3. CONCLUSIONS 
 

High cost of portable medical monitors limits their wider use by local masses. A low-cost, 
embedded solution can help overcome this problem. The cost of a personal medical monitor can 
be reduced through use of new technologies which use displaying powers of a computer and 
microcontroller and digital signal processing as an integrated system. The arrangement discussed 
in this paper results in an inexpensive stand alone computer based solution to real time 
implementation of medical monitor for acquiring and analyzing ECG waveform. The embedded 
system can be further programmed to calculate the heart rate, heart rate variability and cardiac 
output. The algorithm tested in MATLAB can further be targeted to the DSC to obtain an 
embedded solution to medical monitoring. 
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SUMMARY

The tetracycline-responsive repressor/operator system has proved to be useful for studying the
functions of different genes. This document presents a mathematical model of a cellular system
that uses this system to regulate GFP expression on a graded way in a modified macrophage cell
line. It is also shown that the model can be linearized by feedback. This may allow to accurately
control the expression of the gene.

Key Words: Gene activation and repression, mathematical model, nonlinear model feedback
linearization.

1 INTRODUCTION

Tetracycline (Tet) has been used to control gene activation and repression in many cell lines. This
antibiotic is utilized as an exogenous signal for a cellular system that uses a combination of a re-
pressor and a specific promoter that blocks the expression of a particular gene located downstream
such promoter. However, Tet could be also used in the opposite fashion: gene transcription only
occurs when Tet is added to the cell culture [2]. In addition to the on-off behavior, this system
allows production of intermediate levels of gene expression.

Currently in our laboratory, a monocyte cell line (U937) is being developed to include a tetracycline-
mediated gene expression system. This cell line will be used as an experimental model to identify
host-cell genes, that are necessary for the infection byLeishmania spp. Several studies suggest
that the macrophage expression gene patterns are affected by the infection [4]. Therefore, we are
implementing an experimental system that can generate diverse transcription levels depending on
Tet dosage scheme.

A methodology usingin silico experimentation was proposed as a first step for designing the ex-
perimental system. Several authors have built mathematical models to describe genetic circuits
and gene transcription processes. Elowitz and Leibler, for instance, present a synthetic network,
comprised of three repressor proteins designed to work as an oscillator [1]. Gardneret al. de-
veloped a synthetic, bistable gene-regulatory network inE. coli using two different repressors;
in their work, an exogenous pulse of anhydrotetracycline(aTc) switches the network state [3].
Rossiet al. proposed a different class of transcriptional control: Rheostat Converted to On/Off
Switch. A graded rheostat mechanism is converted to an on/off switch when either transactivators
or transrepressors compete for the same DNA regulatory element [7]. Krameret al. introduced
a mammalian epigenetic circuitry capable of switching between two stable trasgene expression
states after transient administration of two alternate drugs [6].

This paper presents a model for graded regulation of gene expression on a cell line. Then it is
shown that the nonlinear model can be linearized using feedback.
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2 MATHEMATICAL MODEL OF GRADED GENE EXPRESSION

Building adynamical model of the gene expression activity requires consideration of the species
involved: Tetracycline repressor(TR), tetracycline(Tet), green fluorescent protein(GFP ) and
the corresponding messenger RNA concentration(mRNAGFP ). In this case, in the absence of the
inducer(Tet), the tetracycline repressor(TR) binds to an operator and suppresses transcription
from the adjacent promoter. Addition of tetracycline allows its binding toTR, interrupting its
interaction with the operator and allowing transcription. The final product of transcription isGFP

(green fluorescent protein) that can be measured by fluorescence microscopy or fluorometry.

Tet + TR mRNAGFP GFP

ηmRNATR β1

(1+(TR/K)) γ

α δ1δ3δTet δ2

Figure 1:Tetracycline repressor-activator gene expression diagram

Figure 1 illustrates the interactions. Considering instantaneous balances for the different species
and simple mass action reaction rates with a Hill function, one obtains:

dTR

dt
= −δ3TR− αTRTet+ ηmRNATR + ν (TotTR − TR) (1a)

dmRNAGFP

dt
= −δ1mRNAGFP +

β1

1 +
(

TR
K

)n (1b)

dGFP

dt
= −δ2GFP + γmRNAGFP (1c)

dTet

dt
= −δtetTet− αTRTet+ ζu+ (δ3 + ν) (TotTR − TR) (1d)

whereδ1, δ2, δ3 andδtet are decay rates for the corresponding species,α represents theTet−TR

association constant andν is the dissociation rate.η andγ represent translation rates ofmRNA.

Equation (1b) shows how themRNA production is related to the amount ofTR in the modified
cell. In the absence ofTRmRNAGFP reaches a maximum value. The first term on (1b) considers
the protein degradation. The second term,β1

1+(TR
K )

n , is aHill function describing the repression

of protein synthesis. The free parameterK is the concentration of repressor required for half-
maximum repression of the target promoter.β describes the maximum protein production rate.
This rate goes fromβ1 in absence ofTR to β1/1 +

TR
K

n
in a full repression state.

The model response after a singleTet dosage, applied att = 20h, is shown on figure 2. Model
parameters have been obtained from published results. It can be seen that theGFP response, in
absence ofTet, is fully repressed. When tetracycline is added to the system, the active repressor
level diminishes enabling the production ofmRNAGFP and then GFP. This behavior is consistent
with the expected response.

3 FEEDBACK LINEARIZATION AND CONTROL DESIGN

Our interest is to control the transcription level at varying amounts, depending on the Tet dosage
scheme. Geometric control provides conditions under which the nonlinear system may be trans-
formed into a linear system using a state transformation and a nonlinear feedback control law.
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Figure 2: Model response for a single tetracycline dosage applied att = 20h

Thetransformation can be found using tools from differential geometry [5]. For equations (1), the
control law

u = ω (x) + σ (x) v (2)

will produce a system whose dynamics are linear. In the last equation,ω (x) andσ (x) are non-
linear functions of the original variables (TR, mRNAGFP , GFP , Tet), too complicated to be
included in this summary.v is an additional control signal designed to produce a response as
desired. The existence of this transformation also proves that the system is controllable. The
equivalent linearized system is described by the equations

ż1 = z2; ż2 = z3; ż3 = z4

ż4 =
−ω (x)

σ (x)
+

1

σ (x)
u = v

Implementation ofthe control law in the experimental phase of the study requires that the control
signals satisfy some practical actuator constraints: The maximum actuator dose is set to a fixed
number of molecules per cell. To simplify the implementation, the control signal has two different
values: zero or maximum level. A time varying inputu(t) is obtained through a PCM (pulse code
modulation) process.

Some examples of a closed loop system response, satisfying the actuator constraints are shown on
figure 3. The expression level was set at four different set points. As shown, the GFP expression
level tracks adequately the reference set point. The input signals for a few time intervals are also
presented.
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Figure 3: Closed loop system response. (1) GFP concentration (blue), Set point(red). (2) Dosage
Scheme on several set points.

4 CONCLUSIONS

The mathematical model presented here describes adequately the dynamics of the tetracycline-
responsive repressor/operator system for gene expression. In addition, the resulting model can
be linearized by nonlinear state feedback. This opens the way for designing linear system-based
controllers. It has also been shown that the process described by this model can be controlled to
track a varying reference signal.
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1 INTRODUCTION

Fractals and chaos offer a rich environment for exploring and modeling the complexity of nature.
In a sense, fractal geometry is used to describe, model and analyze the complex forms found in
nature. Fractal has found a wide application in biology and medicine. A fractal is an object that
displays self-similarity under magnification and can be constructed using a simple motif (an image
repeated on ever-reduced scales). Fractals have generated a great deal of interest since the advent
of the computer. The problem of identifying a chromosome becomes a challenge to find out to
which one of the model it belongs [3][2].Many different models have been proposed for mitotic
chromosome including a hierarchical coiling model[4],a tube model[1] and radial loop model[5].

In section 2 we present a algorithm inspired from Julia set, in section 3 we model duplication
process with making a cascade fractal processes on chromosome. Section 4 some results are pre-
sented to show a model of mitosis and meiosis processes on chromosomes. Consider the following
recurrent system :























xn+1 = µxn − νyn + β
zn

√

x2
n

+ y2
n

(γxn − λyn) + Xc

yn+1 = µxn + νyn + β
zn

√

x2
n

+ y2
n

(λxn + γyn) + Yc

zn+1 = 2αzn − zn−1 + Zc

(1)

with α2 + β2 = 1 ; γ2 + λ2 = 1 ; µ = αγ andν = αλ

The implementation of the recurrent system 1 shows a compressed cube-shaped recurrent state
behavior.

Figure 1 illustrates the result:

Figure 1: Compression statements
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We apply a transformation to statesxn, yn and zn by an arctangent function










un = arctan (xn)
vn = arctan (yn)
wn = arctan (zn)

(2)

Figure 2 shows the behavior of state vectors after processing:

(a) Attractor behavior
of chromosome

(b) Attractor behavior
of chromosome Y

Figure 2: Behavioral states after processing

2 Fractal Algorithm

We demonstrate that fractal processes is a useful concept for understanding exterior and interior
processes of DNA and characteristics of chromosome structure of chromosomes. A combination
between system 1 and Julia fractal process gives the result in figure 3.

Algorithm 1 computation(vk+1, uk+1) = P (uk, vk)
1: if uk < 0 then

2: uk+1 =
√

[
√

[(uk)2 + (vk)2] +
uk

2
]

3: vk+1 =
vk

2uk+1
4: end if
5: if uk = 0 then

6: uk+1 =

√

| vk |

2
7: if uk > 0 then
8: uk+1 =

vk

2vk+1
9: end if

10: if uk < 0 then
11: vk+1 = 0
12: end if
13: end if
14: if uk > 0 then

15: vk+1 =
√

[
√

[(uk)2 + (vk)2] −
uk

2
]

16: uk+1 =
vk

2uk+1
17: if vk < 0 then
18: vk+1 = −vk+1

19: end if
20: end if
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Figure 3 shows a results of implementation of model.

Figure 3: Butterfly Chromosome and Y chromosome

3 Model of duplication process

3.1 Duplication inter chromosomal

Gene duplication is known to have played a major role in the evolution of almost all life on Earth
of genomic data from numerous plants such as grasses

The duplication leading to an increase of chromosomal material resulting in a repetition, a copy of
an insertion of a chromosome or chromosomes. Figure 4 show the presence of multiple chromatid
running side by side along the longitudinal axis of parental chromosome.

(a) Chromosome parentaln = 1 (b) Chromosome2n (c) 4n

Figure 4: Multi duplication

All the chromosome replication occurs at the centromere. Figure 4 shows the insertion of new
chromosome between the two arms of parental chromosome and this operation is done for every
phase of replication. Replication is a multiple of2n. The centromere is the base home during
replication.

4 Model of cellular division

There are many processes in cellular division , we show two processes the first one is mitosis and
the second a meiosis.

4.1 Mitosis process model

Mitosis is a form of eukaryotic cell division that produces two daughter cells with the same genetic
component as the parent cell. Mitosis, although a continuous process, is conventionally divided
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into five stages: prophase, prometaphase, metaphase, anaphaseand telophase.

Figure 5 illustrated a level of model mitosis process :

(a) (b) (c) (d) (e) (f) (g) (h) (i) (j) (k) (l)

Figure 5: Mitosis process

4.2 Meiosis

Meiosis comprises the four phases of a mitosis starting from two duplicated chromosomes made
up each of four chromatids.

(a) Duplication in chro-
mosome

MeiosisI=⇒

(b) Reduction division

MeiosisII=⇒

(c) Equational division

Figure 6: Meiosis

5 CONCLUSIONS

In this paper, we have provided the first exact and efficient model of chromosome and DNA pro-
cesses for a long stating open problem. DNA is the molecule that not only encodes the information
that organism needs to live but also processes that reproduce themselves. We count, to, continue
research to apply the models developed in this paper for the identification, localization and diag-
nosis of certain inherits of genetic origin.
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SUMMARY 

 
The Fluid filtration across the wall is particularly important in certain pathological conditions 

and cancer treatment. Thus, it is of importance to study the flow through the capillaries and 
tissues. In this study, the blood flow and filtration through a straight tube surrounded by tissues 
were studied. The domains consist of blood flow region described by the Stokes equation and the 
porous region described by the Darcy equation. The flows inside the capillary and tissue region 
were computed simultaneously by a nodal replacement scheme at the tube wall region.  The 
pressure and flow velocity distribution for different filtration coefficient in capillary and tissue 
were obtained and the effect of the permeability was well reflected 
 
Key Words: Blood flow, Permeable tube, Fluid filtration, FEM, porous media 
 
 
1. INTRODUCTION 
 
  It is believed that pathological conditions are affected more by events within microcirculation 
than by events within the interior of large vessels. There are a lot of small pores in the capillary 
wall so as to let water across it but to prevent ions and macromolecules to pass, which functions 
as a semi-permeable wall. The circulation of tissue fluid is essential to the regulation of blood 
pressure and volume. Too much or too less fluid in tissue will lead to Edema or Dehydration. At 
the arterial end of the capillary, fluid is squeezed out of the capillary by blood pressure and at the 
venous end, fluid will re-enter into the capillary by osmotic attraction. 
  The momentum and mass transfer studies in permeable tubes are important in the understanding 
of nephron function and fluid convection in the treatment of cancer by the therapeutic 
macromolecules. Chaturani[1] developed a mathematical model for solute transfer in an 
ultrafiltering glomerular capillary. The axial distribution of hydrostatic and osmotic pressure and 
the total solute clearance have been obtained and it is found that the osmotic pressure has 
relatively greater influence on capillary mass transfer than the hydrostatic pressure. Lei et al [2]  
proposed a three-porous-medium model to describe the extravascular transport and transvascular 
exchange. The analytical solutions show that the elevated interstitial pressure is a major barrier in 
the penetration of macromolecular drug into tumors. Shahed [3] employed two-phase equations 
for particle and fluid to express the blood flow in a permeable tube and provided a perturbation 
solution for the two phase flow. It is shown that the volume fraction of the particles has a 
significant effect on the plasma flow. In Bhardwaj & Tandon’s work[4], the blood flow through a 
permeable capillary was divided into three layers, which includes the core region with constant 
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velocity, Casson’s fluid flow region and cell free plasmatic layer. The analytical solutions of 
filtration velocity in different positions well described the filtration and re-absorption process. 

Pozrikidis [5,6] carried out a series work to study the blood and interstitial flow through a solid 
tumor with a single tube and a vascular network  by boundary element method. The axial blood 
through a capillary was described by Poiseuille’s law, and the plasma fluid across the vasculature 
into the surrounding interstitium was expressed by Starling’s law. At the bifurcation of the vessel 
network, the mass balance for blood flow and extravasation flux was constructed between the 
neighboured nodes. The interstitial pressure at the vessel surface can be computed by a boundary 
integral formation which expresses the relationship between blood, interstitial, and tumor surface 
pressure and Green’s function of Laplace equation corresponding to the tumor surface. The blood 
and interstitial pressure can be computed numerically by coupling the integral and differential 
equations. The results illustrated the effect of the interstitial flow and vascular permeability on the 
factional plasma leakage and demonstrated the effect of length of capillary tree. His work 
presented a framework for describing the blood and fluid flow through the interstitium and has 
been developed for different applications. For example, Sun et al [7] employed the same model of 
Pozrikidis [2] to investigate fluid flow through a curved permeable vessels in a solid tumor. 
  The purpose of this study is to use a finite element analysis to investigate the blood and fluid 
flow in a capillary network and the surrounded tissue simultaneously. As the first step, the blood 
and fluid flow through a straight tube and the surrounded tissue was investigated. A nodal 
replacement scheme was employed to couple the computation in different flow regimes and some 
primary results were obtained.  
 
2. SIMULATION MODEL 
 
   The Krogh cylinder tissue model with a permeable tube embedded was employed. The blood 
flow in the capillary is considered as Stokes flow and its pressure can be expressed as Laplace 
equation  

                          (1) 
By assuming the tissue as an isotropic porous medium, the interstitial pressure also satisfies 
Laplace equation 

             (2) 
The interstitial velocity can be described by Darcy equation 

(3) 
The fluid exchange between blood and fluid in tissue is assumed to obey Starling’s law 

           (4) 
It is considered that Darcy velocity at the tube surface is equal to that provided by Starling’s law, 
therefore, the boundary condition can be written as 
 

                                               (5) 
 
Eq.(1) was discretized by employing the Galerkin Weighting, which is written as 

   (6) 

Substituting Eq. (5) into the line integral, Eq. (6) becomes 
  (7) 

 The effect of vessel wall permeability can thus be imposed in the first term of right hand in Eq. 
(7). Using the same approximation, Eq. (2) can be discretized into the same form as Eq. (7). In 

468



the implementation of numerical analysis, the two different flow regimes were included in a 
single computational domain and the computation in every flow regime was implemented 
iteratively until it reaches steady. The schematic diagram of the nodal replacement scheme is 
shown in Fig. 1. AB and A1B1 represent the boundaries in the blood and tissue side, which have 
the same coordinates.  Since the computation for blood and tissue regime is carried out iteratively, 
the blood and interstitial pressure at the interfacial nodes can be represented by the parameters at 
the previous and present time, that is, the pressure Pb and Pi in Eq. (7) can be expressed by Pnew 
and Pold. Thus, the effect of interfacial surface can be evaluated in a single computational domain. 
 
 
 
 
 
 
 
 
  

Fig. 1 Schematic diagram for linking the blood and tissue regime 
 
 
3. Results and Summary 

In the simulation, the inlet, outlet, and tissue surface pressure were prescribed. Fig. 2 gives the 
pressure distribution in tissue and tube and Fig. 3 shows the pressure variation of blood and 
interstitium at the tube surface along the flow direction when filtration coefficient is different. It 
can be seen that with the filtration coefficient increasing, the pressure gradient becomes greater, 
and the interstitial pressure is greater than that of blood near the outlet. The blood flow vector 
field when filtration coefficient is 10-7 m/Pas is shown in Fig. 4. Due to the low pressure gradient 
in the middle of the tube, the blood velocity becomes lower and when the flow is near the outlet, 
the blood velocity gradually increases.          

In summary, a finite element analysis was conducted to investigate the fluid filtration in a simple 
capillary-tissue system and some primary results have been obtained. It will be extended to apply 
in analyzing the blood and fluid flow in tissues with complex vasculature.   
 
Acknowledgements 
  The authors wish to acknowledge the financial support by JSPS invitation fellowship program. 
The first author is grateful for the financial support by  Anhui Provincial Natural Science 
Foundation No. 11040606M09. 

  
 
REFERENCES 
 

1. Charturani, P. and Ranganatha, T.R., Solute transfer in fluid flow in permeable tubes with 
application to flow in glomerular capillaries, Acta, Mechanica, Vol 96 (1993),  pp.139-154. 

2. Lei, X.X., We, W. Y. et al , Mass transfer in solid tumors(1)—fluid dynamics, Applied 
mathematics and mechanics, 19(1998), 1025-1032. 

3. Shahed M. E., Blood flow in a capillary with permeable wall, Physica, A 338 (2004) 544-558. 
4. Bhardwaj R, and Tandon, PN, A model of fluid filtration and reabsorption in a capillary-

tissue exchange system, Ultra Science, Vol. 20(2008), pp.633-642 
5. Pozrikidis, C. and Farrow D.A., A model of fluid flow in solid tumors, Annals of Biomedical 

Engineering, Vol. 31(2003), pp.181-194. 

Elements for 
Blood flow 

Elements for 
Tissue 

Nodes at Vessel 
Surface 

Pb(m)=Pnew(m) 
 
 

Pb(n)=Pnew(n) 
 
 

Pi(m)=Pold(m) 
 
 

Pi(m)=Pold(n) 
 
 

A 
 
 

B 
 
 

A1 

 
 

B1 

 
 

469



6. Pozrikidis, C., Numerical simulation of blood and interstitial flow through a solid tumor, J. 
Math. Biol. Vol. 60(2010), pp.75-94. 

7. Sun, Q., Wu, GX, Ovenden, N, Numerical simulations of blood flow through a permeable 
curved vessel in a solid tumor, proceedings of the 5th International Conference on Fluid 
Mechanics, Aug. 15-17, 2007, Shanghai, New Trends in Fluid Mechanics Research. 

 

 
 
 

    

Figure 2 Fluid pressure distribution 
in the capillary-tissue system 

 

Figure 3 Blood and Interstitial Pressure Variations 
Profiles at the Vessel Wall for Different 

Filtration coefficients 

Figure 4 Blood Velocity Field in the capillary  
when the filtration coefficient is 10-7 m/Pas 
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SUMMARY 

 
Our current understanding of vascular pathologies like Abdominal Aortic Aneurysms (AAAs) 

might be enriched by investigating the interplay between the tissue’s internal architecture 

(histology) and its macroscopic mechanical properties. A microfiber model approach that 

accounts for the complex 3D arrangement of collagen is suggested, where constitutive relations 

for collagen fibers are integrated over the unit sphere, which in turn defines the tissue’s 

macroscopic mechanical properties. A collagen fiber is represented by a bundle of Proteoglycan 

(PG) cross-linked collagen fibrils, where a triangular distribution function accounts for the 

dispersion of straightening stretches, i.e. the stretch required straightening a separated collagen 

fibril. The proposed constitutive model is able capture the non-linear mechanics of the aortic wall 

and demonstrates good predictive capability. 

 

Key Words: Arterial mechanics, multiscale modeling, structural constitutive model, aorta, 

collagenous tissue. 

 

 

1. INTRODUCTION 
 

Collagen is the most abundant protein in mammals and gives mechanical strength, stiffness and 

toughness to many soft biological tissues. Malfunction of collagen turnover is believed to define 

later stages of Abdominal Aortic Aneurysms (AAAs) [1], i.e.  local and permanent dilatations of 

the aorta in the abdomen, which are frequently observed in the elderly male population. AAA 

rupture is lethal in 3 out of 4 cases and predicting aneurysm growth and rupture risk could 

significantly improve the clinical management of aneurysms.  

 

A fundamental understanding of how the tissue’s internal architecture impacts its macroscopic 

mechanical properties and vice versa is vital to any biomechanical constitutive model. In that 

respect a structural model [2] is suggested, which integrates fibril, fiber and continuum levels of 

the vascular tissue. Specifically, cross-linked collagen fibrils are thought to form collagen fibers, 

which in turn are integrated over the unit sphere to define the tissue’s macroscopic properties. 

 
 

2. MAIN BODY 
 

As suggested previously, the vascular wall is modelled as an isotropic matrix material with 

embedded bundles of collagen, where their alignment is defined by an orientation density 

471



function [3]. Specifically, an assemblage of Proteoglycan (PG) linked [4] collagen fibrils defines 

a bundle of collagen, i.e. a collagen fiber.  

 

Consequently, collagen is modelled at the fibril level and each collagen fibril has its own 

intermediate configuration Ωst i, where multiplicative kinematics relates fibril deformation to the 

(macroscopic) tissue deformation. Specifically, Fst i maps the collagen from Ω0 to Ωst i, i.e. it 

straightens the i-th wavy collagen fibril, and Fc i elastically stretches the fibril and maps it into its 

spatial configuration Ω. The orientation of the collagen fiber is denoted by the unite direction 

vectors N and n in the referential and spatial configurations, respectively. 

 
Figure 1: Arterial tissue as a collagen fibers reinforced material. A collagen fiber is assembled by collagen fibrils 

of different waviness that are interconnected by Proteoglycan (PG) bridges. The i-th collagen fibril has its own 

intermediate configuration Ωst i, where it is straightened and starts carrying load during the deformation Fc i.  

 

A triangular density distribution function captures the distribution of fibrils’ reference waviness 

within a particular collagen fiber, and hence relates the stretch of the fibril to the stretch of the 

fiber. Likewise, affine transformation of the collagen fibers within the macroscopic continuum is 

assumed. Finally, similar to micro-plane constitutive models, the macroscopic stress at the 

material point is derived by integration over all collagen fibers, i.e. integration over the unit 

sphere [2]. Specifically, spherical t-designs are used to perform this integration [5, 6, 7] and the 

constitutive has been integrated in a Finite Element (FE) environment. 

 

Data from in-vitro testing [8] of the aortic wall were used to validate the proposed constitutive 

model. Specifically, material parameters were estimated from stretch-stress characteristics of 

uniaxial tensile tests, where a constant collagen orientation density distribution reflects the 

isotropic properties of the aortic wall; see Figure 2(left). In a second step these material 

parameters were used to predict the stretch-stress response of the aortic wall under equibiaxial 

stretch, and hence test the predictive capability of the model; see Figure 2(right). 
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Figure 2: Properties of the proposed constitutive model. (Left) Material parameter estimation based on stretch-

stress characteristics of uniaxial tensile testing of aortic tissue. (Right) Prediction of the equibiaxial stretch-stress 

properties of aortic tissue in comparison to in-vitro test data. 

Finally, the stress distribution within patient specific normal and aneurysmatic aortas were 

invested and related to stress predictions based on alternative constitutive models reported in the 

literature.  

 

3. CONCLUSIONS 
 

The proposed constitutive model has a strong biological motivation and links the collagen fibril’s 

level with the tissue’s macroscopic length scale. Such a structural view is important to understand 

the interplay of the tissue’s histology (internal architecture) and its macroscopic mechanical 

properties. Apart from understanding the tissue’s passive properties a structural constitutive 

models may be helpful to understand the impact of collagen turn-over on the macroscopic 

properties of tissue and vice versa [9]. 

 

The suggested constitutive model is able to capture the non-linear mechanics of the aortic wall 

and demonstrates good predictive capability. Specifically, material parameters identified from 

uniaxial tensile test can be used to predict the response under planar biaxial loading. However, it 

is noted that an isotropic tissue was considered in the present study, which might explain that 

information from uniaxial testing is sufficient to predict biaxial properties. 

 

The numerical analysis of patient specific aortas demonstrated the efficiency and robustness of 

the FE implementation of the proposed multiscale model. Macroscopic stress predictions did not 

differ much between the suggested and earlier proposed constitutive models, however, the multi-

scale approach followed in the present work provides information at different length scales. The 

model is thought to be enriched by a collagen turn-over model to simulate growth of AAA 

growth.  
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A Pacemaker electrodes can cause lead penetration of the heart wall. A good understanding
of ventricular failure is required to better understand this complication and be able to
optimize the lead tip design. Implementation of a good model for ventricular tissue is
important for this understanding. Here an anisotropic model have been implanted to

compare with an isotropic model. Examples are done where we look at the response in the
tissue from the deep penetration of a pacemaker.
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perforation, constitutive properties, FEM, non-linear.

1 INTRODUCTION

Lead perforation acute or delayed are rare but serious complications of an implanted pacemaker
device [1]. Naturally, a sound knowledge of ventricular failure mechanisms may help to under-
stand and to prevent this complication. To this end numerical simulations, based on the Finite
Element (FE) Method for example, of in-vivo lead-tissue interactions may serve as an essential
step in the lead tip design process.

Numerical simulations largely depend on the constitutive description, and for ventricular tissue
numerous non-linear formulations have been reported in the literature. Examples are the ”pole-
zero” law Hunter et al.[2], the poroelastic model for the passive myocardium by Yang et al.[3],[4]
and the model suggested by Humphrey et al.[5], to mention a few of them.

While the internal architecture (histology) of the ventricular wall clearly motivates an anisotropic
mechanical description, one could argue that the gross characteristics can be captured by an
isotropic model. The present work investigates to what extent the constitutive description influ-
ences the deformation of the ventricular wall, where specifically the impact of material anisotropy
is studied.

2 MAIN BODY

2.1 Anisotropic Hyperelasticity

Following earlier work, e.g., [6] and references therein, we assume an additive decomposition of
the strain energy function

Ψ = Ψ∞
vol(J) + Ψiso(F̄) (1)
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into volumetric Ψvol and isochoric Ψiso material responses, where F̄ = J−1/3F and J = detF
denote the isochoric deformation gradient and the volume ratio, respectively.

We consider a particular class of models Ψiso = Ψiso(I1, I4, I1I4), i.e. where the strain energy
function depends on I1 = tr(C̄), I4 = α2 = NC̄N and a mixed term I1I4. Here, C̄ = F̄TF̄ =
J−2/3C and N (with |N| = 1) denote the modified Right Cauchy Green strain and referential
myocardial fiber direction of the tissue, respectively.

Thus, the Second Piola Kirchoff stress reads [7]

S = Svol + S̄, (2)

where Svol = 2∂Ψvol/∂C and S̄ = 2∂Ψiso/∂C are volumetric and isochoric stress contributions.

2.2 Strain energy

As a particular example the anisotropic constitutive model proposed in Humphrey et al.[5] has
been selected. This model has been proven useful in many studies [8],[9]and its strain energy
function falls in the class represented by the framework detailed above.

Specially, the strain energy function is described as

Ψ̄∞ = c1(
√
I4 − 1)2 + c2(

√
I4 − 1)3 + c3(I1 − 3) + c4(I1 − 3)(

√
I4 − 1) + c5(I1 − 3)2 (3)

were c1, ..., c5 are material constants.

2.3 Numerical example

Pacemaker lead-tissue interaction is simulated, where a rigid penetrator (rounded tip and diame-
ter 1.32 mm) is pushed down on a disk (thickness 10 mm and diameter 50 mm) of myocardial
tissue. The penetrator’s displacement is prescribed and the elastic force-displacement response
is computed, see Figure 1(left). The anisotropic constitutive description predicts a much lower
reaction force than the isotropic formulation, although the isotropic model is thought to reflect
the gross behavior of myocardial tissue. Specifically, in simple tensile test in fiber and cross fiber
directions, the isotropic response was defined to be in between of both anisotropic predictions, see
Figure 1(right).

3 CONCLUSIONS

Material anisotropy largely effects the deformation characteristics of myocardial tissue induced
by a rigid penetrator. The anisotropic model is more flexible and predicted an about a 50% lower
reaction force than the isotropic constitutive description. Specifically, the anisotropic model de-
forms more in the (softer) cross fiber direction, which in turn unloads the (stiffer) fiber direction
and causes the overall softer response. The investigated example nicely illustrates the importance
of anisotropic models to describe soft tissue materials.

476



1 1.05 1.1 1.15 1.2 1.25
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

Stretch

P
un

ch
 F

or
ce

 [N
]

 

 

Anisotropic model
Isotropic model

1 1.05 1.1 1.15 1.2 1.25 1.3
0

2

4

6

8

10

12

14

Stretch

C
au

ch
y 

S
tr

es
s 

[k
P

a]

 

 

Anisotropic; Fiber dir.
Anisotropic; Cross fib. dir.
Isotropic

Figure 1: (Left) Force-displacement response when pushing a rigid penetrator into myocardial
tissue. Predictions are based on an anisotropic and isotropic model for the myocardium. (Right)
Simple tension in fibre and cross fibre direction of myocardial tissue using an anisotropic and an
isotropic model.
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SUMMARY
In the present study a continuum level thrombosis model from the literature, [1] and [2], is solved
numerically using the finite volume based code, OpenFOAM. The model governs the transport of

several important haemostatic components including blood platelets, chemical activator, and a
representative platelet cohesion stress. Simulations are performed to demonstrate the ability of

the model to capture a growing clot and the alterations in the flow field due to its presence under
general conditions. Simulations for a stenosed vessel are also presented, which predict clot

growth patterns qualitatively similar to experimental results from the literature [3].

Key Words: thrombosis, platelets, OpenFOAM, numerical modeling, blood flow.

1 INTRODUCTION

1.1 General Background and Clinical Implications of Thrombosis

The blood clotting process, or haemostasis, is essential to life. When injury to a blood vessel
occurs, platelets bind to the damaged site and a clot forms in order to seal off the opening thus
preventing blood loss. Through similar biological mechanisms, an unwanted blood clot, or throm-
bus, can also form under certain circumstances within the bloodstream. Thrombosis occurs in
situations where clotting is detrimental to the patient and is therefore distinguished from regu-
lar haemostasis. One condition that can lead to thrombus formation is atherosclerosis. Plaque
that builds up over time causes a local narrowing of the blood vessel. These regions can develop
blood clots which may grow to fully block flow or break away (embolize) and travel downstream.
The surfaces of artificial blood contacting devices are often prone to the formation of a thrombus
as well. Such devices include heart pumps, replacement heart valves, stents, and in general any
foreign artificial device implanted in the blood stream.

As a thrombus grows it decreases the quantity of oxygen supplied to cells and organs downstream
of the clotting site. Furthermore, if embolization occurs the now separated clot can travel and
become lodged in narrower vessels, causing a sudden decrease in oxygen supply to cells and
organs downstream of the lodging point. Depending on the blood vessel in question embolization
can lead to heart attack, stroke, and pulmonary embolism, by blocking oxygen transport to the
heart, brain, and lungs respectively. According to the American Heart Association, as of 2006,
an estimated 17.6 million American adults suffered from coronary heart disease leading to one in
every six deaths [4]. In 2006, stroke occurred in 6.4 million American adults causing one in every
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18 deaths that year [4]. Pulmonary embolism caused 8,702 deaths in the U.S. in 2007 [5]. Based on
its implications there exists a need to study thrombosis and the blood clotting process. Specifically,
there is interest in the numerical prediction of thrombosis and thromboembolism. One potential
application of numerical thrombosis modeling is optimizing the design of blood contacting devices
by minimizing their propensity to develop clots. In the current study, a theoretical model from the
literature developed by Aaron Fogelson et al. is numerically implemented within the open source
software OpenFOAM.

2 MODEL FORMULATION AND CASE STUDIES

2.1 Theoretical Model: Principles and Assumptions

The continuum model presented here aims to predict platelet aggregation, a major component
of thrombosis. Platelet aggregation is the process by which blood platelets, which are normally
present in the human circulation, become activated and bind to each other as well as to the vessel
wall. These platelet clusters, or aggregates, create the framework for a blood clot. The model
used here is borrowed from work done by Dr. Aaron L. Fogelson from the University of Utah
and others over the past several years; Fogelson 1992 [1], Fogelson 2008 [2]. The model con-
sists of seven scalar, vector, and tensor transport partial differential equations that govern several
quantities fundamental to platelet aggregation. Blood is assumed to be a continuous homogeneous
Newtonian fluid of constant density and viscosity. The Incompressible Navier Stokes Equations
are employed to model the blood flow itself, which is presently assumed to be laminar. Platelets,
both activated and non-activated are incorporated in the model using scalar transport equations for
the concentrations of each. A scalar transport equation for a single chemical activator, which pro-
motes platelet activation, is also included. A scalar field variable representing the concentration of
inter-platelet links is also solved for in the model. One important distinction is that initial triggers
of thrombus formation are not currently incorporated in the model, which focuses on the actual
growth of the clot and its interactions with the surrounding fluid. Therefore, a clot must be manu-
ally initiated in some way. In the current study this is achieved by prescribing a nonzero chemical
activator concentration at some predetermined spatial location within the flow field, as Fogelson
does in his case studies. When non-activated platelets are in the presence of this chemical acti-
vator they become activated themselves and subsequently secrete activator of their own. A stress
tensor transport equation also exists in the model. The cohesive stress tensor represents platelet
to platelet bonding strength, which increases in regions with high activated platelet concentrations
to represent the fact that activated platelets bind to each other causing an aggregate. Platelet wall
bonding is not explicitly accounted for as the present study is primarily focused on clot growth
and its interaction with the flow field. The cohesive stress tensor field interacts with the fluid by
bringing the velocity to zero in regions where stresses are sufficiently high. These regions can be
interpreted as effective no slip boundaries, and in the model, they represent platelet aggregates.
The cohesive stress is incorporated as a body force source term in the momentum equation in or-
der to achieve the coupling between the growing thrombus and the velocity field. Hence, no slip
boundaries that grow with time (blood clots) are present without the need for any alterations in the
computational domain or boundary conditions, which is a major advantage of this approach.

2.2 Case Study 1: 2D Poiseuille Channel Flow

A two dimensional rectangular structured grid is generated to simulate thrombus growth in a vessel
with an injured wall. Wall boundary cells in a small region on the grid’s lower wall and horizontal
center are initialized with a nonzero value for chemical activator concentration. All internal fields
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Figure 1: simulation contour plots of platelet cohesive stress magnitude and resulting velocity field magnitude at
successive times. velocity in m/s and cohesive stress in m2/s2. cohesive stress is normalized by fluid density.

are prescribed to be zero initially and a uniform inlet velocity is imposed. Flow is driven by a pres-
sure gradient and moves from left to right. The Reynolds Number based on total channel height is
300. Solutions of the model equations are given in Figure 1. It can be seen that as time proceeds,
platelets become activated and generate a high cohesive stress starting in the immediate vicinity of
the injury. The velocity profiles indicate that regions with sufficiently high cohesive stress present
with zero velocity (no slip boundary or blood clot). Furthermore, a region of accelerated flow is
observed where the effective channel area is reduced due to the growth of the clot. Diffusion of
chemical activator enables clot growth to occur perpendicular to streamlines initially. However,
as the flow is accelerated due to the growing thrombus, advection tends to dominate and the clot
grows mostly in the downstream direction.

2.3 Case Study 2: Pressure Driven Flow Through a 2D Stenosed Vessel

A vessel stenosis, essentially a local reduction of flow area, is commonly encountered in the form
of an atherosclerotic plaque. Stenosed vessels are prone to thrombosis due to high shear rates as
well as stagnation regions that develop as a result of the blockage. An experimental analysis of
clot formation with a stenosed geometry is performed in Narracott 2005 [3]. In [3], an in vitro
study is performed using hypercoaguable milk flowing through a cylindrical tube with a sudden
contraction and expansion. Clot formation is observed along the walls downstream of the stenosis
with increased magnitude at locations closer to the throat (Figure 2 RHS).

In the present study, a two dimensional grid is generated with the same area reduction used in [3].
Simulation results are given in Figure 2 LHS for a Reynolds Number of 300. A nonzero chemical
activator concentration is prescribed initially at the two (top and bottom) internal corners on the
downstream side of the stenosis in order to initiate platelet activation which is presumed to occur at
theses stagnation regions. As time evolves, platelets activate in the two adjacent stagnation regions
and the platelet cohesion stress increases there. As chemical activator diffuses in the transverse
direction towards the central flow a clot begins to grow outward in this direction, but ultimately
advection forces clot growth to continue predominantly in the streamwise direction. The present
study is not quantitatively based off of [3], but the results present similar clot growth patterns seen
in the stenosed vessel experiments.
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Figure 2: Left: contour plots of cohesive stress magnitude (top) and resulting velocity field magnitude (bottom)
during clot formation. blue=0, red=maximum field value. Right: schematic of experimental results (top) and cast of
test section with dark casting representing clot location (bottom), both taken from [3].

3 CONCLUSIONS

In summary, an existing theoretical platelet aggregation model has been implemented within the
framework of OpenFOAM, an open source CFD software. The model tracks several quantities
fundamental to the platelet aggregation process, their influence on thrombus formation, and cou-
pling between a growing clot and the surrounding flow field. It has been demonstrated with the
model solutions that as platelets become activated the development of a clot persists and grows
as a changing no slip boundary with the fundamental fluid thrombus interactions captured. Fur-
thermore, model simulations have demonstrated results qualitatively similar to experiments in the
literature for the case of a stenosed vessel. By solving the model equations using open source
software, the current code can be improved upon by other researchers without the need to ex-
plicitly recode solutions to the general model equations. In this respect, future increase in model
sophistication and specificity is facilitated more easily. Specifically, Implementation of clot initi-
ation mechanisms and quantitative correlation to experimental results might be subjects for future
investigation.
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1. INTRODUCTION 
 
Aortic dissections involve either the ascending (Stanford type “A”) or descending (Stanford type 
“B”) thoracic aorta. Type B aortic dissections account for approximately one-third of dissections, 
and usually occur distal to the left subclavian artery.1-2 Aortic dissections result from a tear in the 
aortic wall intima, leading to the creation of a false lumen within the media, and the separation of 
the false lumen from the true lumen by an intimal flap. While the pathogenesis of type B 
dissections remains uncertain, increased shear stress and momentum effects may play important 
roles.  
 
In younger patients, the left subclavian artery arises from the top, or outer, curvature of the aortic 
arch (type I arch). In contrast, in older patients the left subclavian artery arises below the plane 
perpendicular to the top, or outer, curvature of the aortic arch (type II arch). These age-related 
changes in the configuration of the aortic arch are illustrated in Figure 1. Age-related geometric 
changes in the thoracic aorta may therefore result in decreased curvature distal to the left 
subclavian artery in older patients, which in turn might explain the decreased incidence of aortic 
dissection in older patients. 
 
Using curvature as a proxy for momentum and shear stress effects, the curvature distal to the 
supraaortic vessels and in the descending thoracic aorta was calculated. In addition, aortic 
curvature distal to the left subclavian artery was compared between patients with type I and type 
II aortic arches. 
   
2. MAIN BODY 
 
Patients with normal thoracic aortas on electrocardiogram-gated computed tomography 
angiography (ECG-gated CTA) were retrospectively identified from radiologic records. Each 
subject underwent ECG-gated CTA scanning as part of their care dictated by their treating 
physician, and not for the purposes of this study. Exclusion criteria included renal dysfunction 
precluding administration of intravenous contrast, penetrating atherosclerotic ulcer, intramural 
hematoma, thoracic aortic aneurysm or ectasia, and history of thoracic aortic surgery. Indications 
for ECG-gated CTA included evaluating for embolic source (n=4) and valve disease (n=4). Study 
approval was obtained from the Institutional Review Board.  
 
In order to assess for the possible effects of aortic arch configuration, patients were classified by 
the location of the left subclavian artery with respect to the outer (greater) curvature of the aortic 
arch (Figure 1). In the type I arch group (n=3), the left subclavian artery arose from the top, or 

482



outer curvature of the aortic arch. In the type II arch group (n=5), the left subclavian artery arose 
below the plane perpendicular to the outer (greater) curvature of the aortic arch. 
 
ECG-gated CTA was performed using 64-slice scanners (Siemens Medical Solutions, Malvern, 
PA) with IV injection of 80–120 mL of nonionic iodinated contrast (Omnipaque 350, GE 
Amersham, Milwaukee, WI). The ECG-gated CTA scan data were analyzed using Amira (Visage 
ImagingTM, San Diego, CA) to detect the centerline of the aortic flow lumen (Figure 1). The 
linesets of the aortic centerline had between 60 and 80 points. MATLAB® (Mathworks, Natick, 
MA) was then used to analyze the linesets of the aortic centerlines.  Three 10th degree 
polynomials were fit to the curves, providing x, y and z position as a function of arc length.  
 
 Curvature was computed as  
  

€ 

k = r'×r' ' / r' 3 
 
where 

€ 

r'  is the first derivative of the position polynomial, and 

€ 

r' '  is the second derivative.  All 
the curves were then translated with respect to arc length so that the left subclavian arteries were 
aligned, and scaled such that all descending thoracic aortas would have uniform arc lengths. 
Student t-test and ANOVA were used as appropriate in statistical analysis with SPSS software 
(SPSS Inc, Chicago, Illinois). 
 
Curvature results are presented in Table 1 and Figure 2. The curvature distal to the left subclavian 
artery was greater than in the descending thoracic aorta (22.8 ± 7.0 m-1 versus 9.1 ± 6.4 m-1, 
p=.020). In addition, the curvature distal to the left subclavian artery was greater in patients with 
type I arches compared to type II arches (29.7 ± 1.6 m-1 versus 18.7 ± 5.2 m-1, p=0.013).  
 
3. CONCLUSIONS 
 
These results indicate that there is increased curvature distal to the left subclavian artery, which 
may account, in part, for the genesis of type B dissections at this location. Moreover, patients 
with a type I arch have greater curvature, which may explain why aortic dissections tend to occur 
in younger patients. 
 
 
Table 1. Aortic curvature in the aortic arch and descending thoracic aorta  
 
 

Thoracic Aortic Curvature                                   
(m -1) 

 Descending 
thoracic aorta 

Distal to left 
subclavian 
artery 

Distal to left 
common carotid 
artery 

Distal to 
innonimate 
artery 

All patients 
(n=8) 9.1 ± 6.4 22.8 ± 7.0* 19.5 ± 5.5 21.1 ± 7.7 

Type I aortic 
arch (n=3) 4.1 ± 2.6 29.7 ± 1.6** 25.4 ± 1.6 24.8 ± 5.3 

Type II aortic 
Arch (n=5) 12.1 ± 6.1 18.7 ± 5.2 16.0 ± 3.2 19.0 ± 8.6 
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*P=0.020 for comparison between curvature in descending thoracic aorta and distal to left 
subclavian artery for all patients. 

**P=0.013 for comparison between curvature distal to left subclavian artery in patients with type 
I and II arches. 

 

 

Figure 1. Aortic arch classification and centreline. A) Left subclavian artery originates from top 
of greater (outer) curvature (type I arch). B) Left subclavian artery originates from below greater 
(outer) curvature (type II arch).   
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Figure 2. Curvature of thoracic aortic arch and descending thoracic aorta by arch configuration. 
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SUMMARY

This paper shows a steady simulation of blood flow in the major head and neck arteries as if they
had rigid walls, using patient specific geometry and CFD software FLUENT R©. The Artery geom-
etry is obtained by CT–scan segmentation with the commercial software ScanIP

TM
. A cause and

effect study with various Reynolds numbers, viscous models and blood fluid models is provided.
Mesh independence is achieved through wall y+ and pressure gradient adaption. It was found, that
a Newtonian fluid model is not appropriate for all geometry parts, therefore the non–Newtonian
properties of blood are required for small vessel diameters and low Reynolds numbers. The k–ω
turbulence model is suitable for the whole Reynolds number range.
Key Words: patient specific model, blood flow dynamics, non–Newtonian model

1 INTRODUCTION

A better understanding of patient specific blood flow should inform pharmacodynamic simula-
tions of regional drug concentrations, for instance intra arterial catheter placement positioning
in chemotherapy for cancer of the head and neck. The ongoing development in computation re-
sources allow engineers to simulate blood flow in vessels in a more realistic way then one decade
ago. In contrast to ideal geometry, where many assumptions are required, the patient specific
geometry, which is obtained from CT or MRI–scans [1, 2], offers detailed knowledge of flow
dynamics including three dimensional vortices. This paper contains a cause and effect study of
boundary conditions and material models for a steady simulation with rigid walls and provides
conclusions, how to ensure the quality of CFD simulations in a patient specific model.

2 STEADY SIMULATION

The blood flow simulation in head and neck vessels with patient specific geometry was started
with a model of the right common carotid artery, shown in Fig. 1. The geometry does not contain
the major neck veins, hence the pressure value is not directly comparable with blood pressure
measures. It is desirable to include as many geometrical details as possible for further studies,
meaning major neck veins and a model including smaller peripheral arterial and venous blood
vessels. The Reynolds number was calculated on a cross section near the pressure inlet bc with the
velocity magnitude. The geometry was created with the software ScanIP

TM
[3]. A patient’s head
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Figure 1: Artery and skull after segmentation (a). Total pressure on the wall for the highest Reynolds number
Re = 3972. k − ω turbulence and blood as Newtonian medium was used (b). The pressure inlet is bc–
brachiocephalic artery. All the other limits are pressure outlets, rsc–right subclavian artery, cca–common
carotid artery, sta–superior thyroid artery, la–lingual artery, fa–facial artery, eca–external carotid artery and
ica–internal carotid artery.

and neck CT–Scans were segmented to generate a volume mesh. Using gray scale values, vessels
were marked throughout the slices and segmented into a volume. The volume was imported into
GAMBIT [4] for remeshing. The CFD simulation was solved by FLUENT R©. Blood flow in the
human body is pulsatile. In general, a transient CFD simulation takes a very long computational
time and requires extensive memory and disk capacity in comparison with a steady simulation.
A cause and effect study is compulsory to set up a realistic transient simulation with appropriate
parameters. Therefore, it is good to begin with a steady simulation to study the effects of various
meshes, turbulence models and material models.

The mesh consists of hexahedron elements in the artery core and tetrahedron elements for the
vessel wall. Due to this separation, the core elements have a perfect quality, the skewness being
close to zero. The focus was on the tetrahedron elements next to the wall. To resolve the boundary
layer, it is required to create a fine mesh next to the wall. The mesh refinement and independence
test was done by wall y+ adaption and pressure gradient adaption in FLUENT R©. For the most
critical case with the maximum Reynolds number, a value of y+ = 5.9 was achieved, which
is slightly above the recommendation of y+ < 5, found in [5] and [6, chapter 12.11.1]. The
impact on the simulation results, during the mesh adaption process, was monitored by the velocity
magnitude of the bc–inlet and ica–, fa–outlets, shown in Fig. 2. After finding an appropriate
mesh, a series of simulations was made. It was decided to vary the Reynolds number in eight
steps at the pressure inlet bc in a typical range 676 ≤ Re ≤ 3972, given by [7, chapter 3] for
the brachiocephalic artery. In order to simplify the simulation, fluid structure interaction was not
considered, hence rigid walls were set up for this model.

First, the fluid model of blood was Newtonian and the k − ω turbulence model was used. In [6,
chapter 7.2.2] best practice guidelines are described for an approximate setup for the turbulent
kinetic energy k and specific dissipation rate ω for fully developed turbulent pipe flows. The
range of Re extends from laminar over transitional to turbulent, measured by the critical Reynolds
number for pipe flows Re = 2300. However, in pulsating blood flow it is rather improbable that
full developed turbulent flow will occur. Neither the entrance length nor the time are long enough
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Figure 2: The mesh quality is examined by monitoring mass averaged velocity at pressure inlet and two pressure outlets,
using the k − ω turbulence model, taking blood as a Newtonian medium with the highest Reynolds number,
Re = 3972. The velocity is normalised for each variable with their maximum value. The first mesh adaption
for all cells adjacent to the wall results in decreasing velocity values. The change after the wall y+ adaption
in the smaller arteries (eca and fa–outlet) is marginal, the maximum value of wall y+ is 5.9. The following
velocity gradient adaption was stopped when the value change was below 3%.

for a fully established turbulent flow. Nevertheless low turbulent effects will be present and have
to be taken into account. In a transient simulation, choosing between laminar and turbulent is
required in the pre processing. Later on, simulations were done with laminar viscous model and
the non–Newtonian power law fluid model. The difference between the k−ω model in a standard
or SST version to laminar viscous model is negligible for low Reynolds numbers, Fig. 3a. The k –
ω model is appropriate for low Reynolds number flow with standard or SST option. The difference
between both k – ω models on high Reynolds number is marginal, Fig. 3b.
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Figure 3: Velocity profiles of line probe ica and bc for low and high Reynolds numbers with various viscous model
approaches, Fig. (a) and (b). In (a), the difference between booth k–ω models and laminar viscous model is
negligible, contrary to (b). In Fig. (c) the turbulence intensity is shown. The blood fluid model is Newtonian.

Blood is a non–Newtonian fluid. Its viscosity depends on the shear rate. For small shear rates, the
viscosity increases. Approximately from γ̇ > 100 s−1, the viscosity is constant as for a Newtonian
fluid, dealt with in [8, chapter 1.2.2]. In [9, chapter 6.4.2], different fluid models are introduced
with typical parameters for blood. Every model has advantages and disadvantages, and a com-
parison is studied in [10]. It was decided to use the power law model for a comparison between
Newtonian and non–Newtonian fluid. Fig. 4 shows the influence of the viscous assumption on the
simulation results. For small vessels on small Reynolds numbers it is not valid to use a Newtonian
model, shown by Fig. 4b. The influence decreases with higher Reynolds numbers and increasing
vessel diameter, Fig. 4a and (c). Further studies with various non–Newtonian models are required.
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Figure 4: Velocity profiles with various blood models. Black markers show blood as a Newtonian medium, red markers
as non–Newtonian power law. The non–Newtonian approach results in lower velocity values, due to more
viscosity on low shear rate. This effect is more relevant in low Reynolds number flow and in small vessels.
The difference between both material models is approximately 50%, shown in Fig. (b). In contrast, Fig. (c)
shows approximately similar functions. The length of line–bc is L = 0.0121m, of line–rsc L = 0.0093m,
of line–ica L = 0.0057m and of line–fa L = 0.0029m.

3 CONCLUSIONS

A mesh independent solution is produced with wall y+ and pressure gradient adaption in FLUENT R©.
A maximum value of y+ = 5 is desirable. The k − ω turbulence model is able to provide ap-
proximately similar results as the laminar viscous model for low Reynolds numbers. For further
simulations the Newtonian fluid model approach is not desirable. The small arteries with low
Reynolds number values require a non–Newtonian fluid model with increasing viscosity on low
shear rates. A study of the fluid structure interaction is necessary to estimate the influence of the
vessel deformation on the simulation results.

REFERENCES

[1] C. A. Taylor and C. A. Figueroa. Patient-specific modeling of cardiovascular mechanics. Annu Rev Biomed Eng, 11:109–134,
2009.
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SUMMARY

Blood flow dynamics has a fundamental role in the success of vascular grafts. In particular, shear

stress and secondary flows are involved in platelet activation and aggregation. In order to inves-

tigate these three dimensional flow characteristic, a program was developed and applied to the

results of computational simulations, that allows to evaluate shear stress and residence time values

to get a level of platelet activation. The geometries used, are a simplification of real geometries

obtained by injection - corrosion method and angiography images. The results show that shear

stress reached values out of normal in the anastomosis region, and secondary flow in the post -

anastomosis region.

Key Words: blood flow dynamics, wall shear stress, graft, platelet activation, computational fluid
dynamics.

1 Introduction

Cardiovascular diseases are the principal cause of death in the world. The bioengineering group of

the University of Los Andes has development a regenerative vascular graft of porcine small intes-

tine submucosa. The animal experiments in veins had an important rate of occlusion, so the study

of flow is relevant to improve the graft design and implant protocol. Several groups have pro-

posed computational evaluation of flow characteristics in cardiovascular devices and pathologies.

In these studies, shear stress along the particle trace was involved in blood damage[1]. Other stud-

ies analyzed the flow in axisymmetric stenosis, and created a platelet activation index, based on

shear stress and exposure time [2], however there is a shear stress threshold for platelet activation

independent of the exposure time to each shear stress. Furthermore, most studies are interested

in designing vascular grafts improving the anastomosis in bypass surgery, not in a vessel replace

[4, 3]. In this work, we analyze the flow through a simplified geometry of real collagen graft in

jugular vein of rabbits. Animal experiments have shown persistent occlusion of grafts. We explain

the occlusion evaluating flow variables only and the possible relationship with physiological vari-

ables in the occlusion. The real geometry is obtained in the first minute after surgery by injection -

corrosion method, and with help of angiography images we build a group of simplified geometries

with different relation between graft and vessel diameter. FLUENT (Version 12.1.2, ANSYS) was

used based on the finite volume method. We created a particle distribution at intel of the model to

be trajectorized. The results was exporting to MATLAB for further analysis of platelet activation.
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2 Methods

Three principal objectives were achieved in this study. First, simplified computational geometries

based on real geometries and diagnostic images. Second, the computational whole volume flow

and particle trajectories. Third, the results of simulation were processed to derive the full 3D

shear stress tensor and platelet activation levels. The geometries were created in Solid Edge (Syn-

chronous Technology 2 - SIEMENS CAD software) with different relation of diameters vessel -

graft and different diameter of anastomosis, the vessel diameter is constant (3mm) and the rela-

tion have a range from 1 to 1.5, the last one equivalent to the actual diameter of graft in rabbits.

The geometries were meshed with tetragonal elements changing the grow rate. The simulation

results showed that the adopted model with 800.000 elements and a refined model with 1’600.000

element have less than 1% of difference between head loss pressure. The boundary conditions are

pressure at outlet (P = 666Pa) and a velocity paraboloid profile at inlet with average velocity

(V = 0.1m
s ) for the worst case. Steak lines were used to determinate the shear stress and exposure

time, a Lagrangian tracking approach was employed with the displacement of each streak line be-

ing computed using forward Euler integration of the velocity over a time interval. The streak lines

began at the geometry inlet and not all ended at the outlet, some streak lines enter in vortexes.

The results of streak lines are exported to MATLAB, and the stress tensor (ST ) at a given point in

space was constructed as follows:

ST =




σxx τxy τxz
τyx σyy τyz
τzx τzy σzz



 (1)

where σ is the normal stress and τ is the shear stress. Once the shear stresses were determined, the

eigen values were found for every point of trajectories, providing the 3D principal stresses, and

the maximum shear stress.

τmax = σ3D =
(σmax − σmin)

2
(2)

The obtained data is processed to calculate a level of platelet activation (LPA) [2]:

LPA =
�

τti (3)

where τ is the maximum shear stress calculated by equation 2, and ti is the exposure time exported

from the simulation.

The program create a group of symbolic platelets simulating the whole blood volume, a number

corresponding to trajectories is randomly selected, and randomly putted in each trajectory, for

these group the program calculate the LPA and find the maximum shear stress. A platelet is

activated if the LPA is higher than 1.7Pa ∗ s or if τmax is higher than 10.5Pa [2]. This values are

considered for young platelets, the capability to get activated decrease with the age of the platelet

[5]. The information is saved and the platelets return to the blood volume, which is randomly

mixed. A degeneration factor is included for platelets, replacing randomly some of them in each

cycle for new platelets. This cycle is repeated ten times to calculate the percentage of platelets

activated. The complete process is repeated ten times to get an average for eliminate the random

effect. Results are analyzed and related to possible physiological factors that could accelerate the

activation and occlusion process.
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3 Results

The principal characteristic of the geometries is the influence of the sutures that creates a parachute

shape, the geometries created have six differents relation of diameters for 1.0 to 1.5, and three dif-

ferent diameters of anastomosis D = 2.5mm, 2mm, 1.5mm (Figure 1). The computational sim-

ulation shows zones of secondary flow after the first anatomosis, size of this zones increase with

diameter ratio (Figure 2). Number of activated per cycle platelets increases when the anastomosis

diameter decreases and there is not a general relation with the diameter ratio (Figure 3).

Figure 1: Simplified geometries, different anastomosis diameter (Left), different diameter ratio

(Right)

Figure 2: Zones of secondary flows, D = 2mm,
Dgraft

Dvessel
= 1 (Left),

Dgraft

Dvessel
= 1.5 (Rigth)

Figure 3: Number of platelet activated after each cycle, D = 1.5mm (Left), D = 2mm (Center),

D = 2, 5mm (Rigth)
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4 Discussion

The results suggest that relation of the LPA with the anastomosis diameter has a maximum between

D = 1.5mm and D = 2.5mm. Behavior of shear stress have a relation with the relation of

diameters and the anastomosis diameter. If the relation of diameter increases, behavior of shear

stress register higher values and more population in high values. LPA and shear stress were the two

activation factors taken into account, LPA has low values at anastomosis diameters D = 2.5mm
and D = 1.5mm, and shear stress has low values at D = 2.5mm. In general the two factors

have minimum values at small relation of diameters. The analysis suggest a relation of diameter
Dgraft

Dvessel
= 1 for the size of the secondary flow zones, also suggest an anastomosis diameter closer

to vessel diameter. When a platelet is activated its morphology changes to get more chances

of aggregation with other platelets and adhesion to vascular wall. Besides, collagen, the main

graft material, is recognized by platelets like presence of injury and gets them activated starting

a coagulation process. If enough platelets get aggregated coating starts and the possibility of

adhesion to graft wall increases. Physiological factors help flow variables to occlude the graft, but

the largest number of platelets and coagulation factors are present 7 to 10 days after injury. This

period of time is important because the occlusion could occur during those conditions.

5 Conclusion

In this simplified model, the analysis of flow variables and the activation of platelets suggest an

important role of geometry, especially the anastomosis diameter, in the phenomenon of occlusion

in collagen vascular grafts. This analysis could be related to physiological coagulation factors and

increase the probability of occlusion. An improvement in implantation method is recommended,

trying to reduce the influence of suture, avoiding the reduction of diameter at the anastomosis.

Another important moment of flow evaluation is the period between 7 to 10 days after surgery,

when a inflammatory response happens and the number of platelets increase to a maximum. Future

works can include a platelet aggregation model to make a more accurate prediction of occlusion.

References

[1] Chua, L. P.. Su, B.. Lim, T. M.. Zhou, T.. Numerical Simulation of an Axial Blood Pump.

Artificial Organs. Volume 31. Issue 7. Blackwell Publishing Inc. 1525-1594.

[2] D. Bluestein; L. Niu; T. Schophoerster; M. K. Dewanjee. Fluid mechanics of arterial stenosis:

Relationship to the development of mural thrombus. Annals of Biomed. Eng, 25:344-356.

[3] Aike Qiao, Youjun Liu, Zhihong Guo, Wall shear stresses in small and large two-way bypass

grafts, Medical Engineering & Physics, Volume 28, Issue 3, April 2006, Pages 251-258.

[4] Ming Lei, Joseph P. Archie, Clement Kleinstreuer, Computational design of a bypass graft

that minimizes wall shear stress gradients in the region of the distal anastomosis, Journal of

Vascular Surgery, Volume 25, Issue 4, April 1997, Pages 637-646.

[5] Fulton, John F. A Textbook of Physiology. W. B. Saunders Company. Seventeenth edition.

Philadelphia, 1955. Pages 524 - 526.

493



2nd  International Conference on Mathematical and Computational Biomedical Engineering – CMBE2011 

March 30 – April 1, 2011, Washington D.C., USA 

P. Nithiarasu and R. Löhner (eds) 

 

ASYMMETRIC ARTERY STENOSIS - NUMERIC MODEL 

M. Brand
1
, M. Teodorescu

2
, I. Avrahami

3
, J. Rosen

4 

1
 Department of Mechanical Engineering and Mechatronics, Faculty of Engineering, Ariel 

University Center of Samaria, Ariel, Israel, mosheb@ariel.ac.il 
2
 Department of Automotive Engineering, School of Engineering, Cranfield University, Bedford, 

UK, m.s.teodorescu@cranfield.ac.uk 
3
 Afeka College of Engineering, Tel Aviv, Israel, IditA@afeka.ac.il 

4
 Department of Computer Engineering, Baskin School of Engineering, University of California, 

Santa Cruz , CA, USA, rosen@ucsc.edu 

SUMMARY 

 
Main cause of restenosis after balloon angioplasty is a result of the stresses generated in the artery 

as well as from the stent artery interaction. Understanding the factors that are involved in this 

interaction, and the ability to evaluate the stresses that are formed in the artery, could help to 

lessen the number of failures. The goal of the present study is to develop computationally 

efficient numerical models for estimating the contact stresses between the stent and the artery, 

and to investigate their influence upon stent design, artery and plaque parameters. The artery was 

taken as a two dissimilar layers model, with non-linear hyper-elastic properties and asymmetric 

blocking. Solution of this problem is undertaken using a two dimensional model.  

For cases of arteries with identical blocking percentages and identical mechanical properties but 

with different geometry of the blocked strata, the contact stresses for an artery with asymmetric 

blocking is lower than that received for the symmetric case. 
 

Key Words: Stent, Mechanical stress, Finite element method.  
 

1. INTRODUCTION 
 

At the final stage of the balloon angioplasty a stent is inserted into the artery. The stent keeps the 

internal space of the artery, the lumen, from decreasing, and for this end it requires a specific 

geometry and mechanical properties [1]. Main cause of restenosis after stent implantation is due 

to stresses generated in the artery by the stent [2]. The mismatch between the stent and the artery 

cause high stresses in the arterial wall as well as local injury of the artery. These factors cause 

formation of new layer producing a narrowing of the arterial lumen and increase the risk for a 

restenosis [3-5]. In most cases, the shape of the blocked arteries is asymmetric [6, 7]. In this study 

we formulate numerical models in order to calculate the stresses formed at the artery’s wall. We 

considered typical net structure stents which inserted into arteries with an asymmetric blocking. 

The arteries contain two different layers with non linear and hyper elastic material properties. The 

case to be studied treats an artery with an asymmetric blocking around the longitudinal axis. In 

order to calculate the stresses formed at the artery’s wall in these cases, a dimensionless 

parameter - Damage Factor (DF), was defined. This factor is the average value of the interface 

pressure between stent and artery- Psa, normalized relative to a value of average blood pressure 

Pb; DF= Psa/ Pb. Knowledge of this factor is important for choosing the correct size and type of 

stent for each patient. 
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2. NUMERIC MODEL 

A Model of an Artery with Asymmetric Blocking 

In many of the cases, the structure of the plaque is asymmetric. In previous study [8, 9] we 

showed that it is possible to compute the stresses developed in the artery wall by using a plane 

numerical 2D model, wherein the results received from this model constitute a good 

approximation to the results arrived at using the more accurate three dimensional model. 

In order to calculate the stress developed at the wall of the artery, we will select a typical case 

representing the problem described in Fig. 1. Since prior to inserting the stent the blocked artery 

undergoes inflating by a balloon in order to open the lumen, we will calculate first the shape of 

the artery as received following the inflating stage. Later on we will derive a model of this artery 

following the insertion of the stent into it, and compute the stresses generated in the artery wall. 

 

Geometry of an Artery with Asymmetric Blocking after the Inflation 

A two dimensional model was formulated to compute the shape of the artery after its inflation. 

The mechanical properties of these layers were characterized by the properties of a hyper-elastic 

non-linear material, as was presented in detail in previous study [8, 9]. 

 

Simulation of artery inflation by a balloon was made by inserting a rigid cylinder into the volume 

of the blocked artery. The solution of this problem provides the geometry of the blocked artery 

following the inflating process (Fig. 2). It can be seen that during the inflating process the healthy 

part of the artery is stretched. This fact stems from the high stiffness of the blocking plaque strata 

relative to the stiffness of the healthy layer. 

 

 

 

 

 

Fig. 1 - Histology of a blocked artery [10]. Fig. 2 - Geometry and radial displacements of 

an artery with asymmetric blocking after its 

inflation (colored sectors) relative to its state 

before inflation (dashed line). 

 

Calculation of the geometrical shape after inflation enables to formulate a model of a stent 

inserted into an artery with asymmetric blocking.  
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Stent-Artery Interaction for Asymmetric Blocking 

Symmetry of the blocked strata around the vertical axis enables to formulate the problem using a 

symmetric sector containing nine stent’s beams in an 180
o
 sector (Fig. 3). The boundary 

conditions are similar to those defined in cases of the symmetric blocking [8]. 

 

 

  

Fig. 3 - Geometry of a two dimensional 

numerical model of an artery with asymmetric 

blocking 

Fig. 4 – Radial stresses and Damage Factor 

generated at a 3.75 mm diameter artery into 

which a 4.25 mm diameter stent was inserted 

 

Results 

The case selected for presenting the results in this section is a 3.75 mm diameter artery with 40% 

asymmetric blocking, into which a stent of 4.25 mm diameter was inserted. The radial stresses 

rσ  for this case are depicted in Fig. 4. A comparison of these results to the results obtained for a 

case of an artery with symmetric blocking and identical blocking percentage shows that the 

Damage Factor for an artery with asymmetric blocking is lower than that received for the 

symmetric case. For the case of an artery with symmetric blocking, the Damage Factor at the 

stent-artery interface is equal to 1.35. For the artery with asymmetric blocking case, the Damage 

Factor at the various zones at which the stent’s beam is in contact with the artery – is found to be 

less than 1.2. 

A viable explanation for this phenomenon is that it stems from the fact that the stiffness of the 

plaque strata is higher than the stiffness of the healthy artery. Hence, when the blocking is 

symmetric, the plaque stratum is located along the circumference of the entire inner volume of the 

artery, and thus causes larger radial stiffness of the blocked artery’s structure. In contra 

distinction, in the case of a blocking which is asymmetric, part of the artery’s wall contains only a 

healthy layer, which causes lower radial stiffness of the structure. 
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3. CONCLUSIONS 
 

Solution of this problem is undertaken using a two dimensional model. Two arteries with 

identical blocking percentages and identical mechanical properties but with different geometry of 

the blocked strata will have different radial stiffness which eventually influences the stresses 

generated at the artery’s wall. The Damage Factor for an artery with asymmetric blocking is 

lower than that received for the symmetric case. 
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1. Introduction 

In case of aortic valve leaflet disease, the implant of a stentless biological prosthesis represents an 
excellent option for aortic valve replacement (AVR) in older and often sicker patients due to its 
several advantages (Oses et al., 2010). In particular, it provides a more physiological 
hemodynamic performance and a minor trombogeneticity avoiding the use of anticoagulants. 
Moreover, a continuos suture technique for implantation is adopted, which may reduce 
cardiopulmonary by-pass and crossclamp times (Beholz et al., 2006). The clinical outcomes of 
AVR are related to an appropriate choice of both prosthesis size and replacement technique, 
which are, at present, strictly related to surgeon’s experience and skill. Therefore, also this 
treatment, like most reconstructive procedures in cardiac surgery, remains more art than science 
(David, 2002). Nowadays computational methodologies represent a useful tool both to investigate 
the aortic valve behavior, in physiologic and pathologic conditions (Auricchio et al., 2010), and to 
reproduce virtual post-operative scenarios (Soncini et al., 2009). The present study aims at 
supporting the AVR procedure planning through a patient-specific Finite Element Analysis 
(FEA) of stentless valve implantation.  

2. Materials and methods 

We evaluate the implant of three different sizes of stentless tissue valves in one aortic root model. 
Each prosthesis is placed along three different supra-annular suture lines, defining thus nine 
different scenarios. The host aortic root model is based on patient-specific geometrical data 
obtained from Computed Tomography - Angiography (CT-A). Firstly, we perform FEA to 
simulate the prosthesis placement inside the patient-specific aortic root; then, we reproduce, again 
by means of FEA, the diastolic closure of the valve to evaluate both the coaptation and the 
stress/strain state. An isotropic hyperelatic Mooney-Rivlin material is adopted to represent the 
material behavior of aortic leaflets and root tissue. All the analyses are performed using the 
Abaqus Explicit solver. 

3. Results and discussion 

For the assumed material properties and aortic bulb geometry under investigation, the results of 
the prosthesis placement allow to compare the internal stress state for each simulated combination 
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of prosthesis size and suture line, proving that, both the valve size and the anatomic asymmetry of 
the Valsalva sinuses, affect the prosthesis placement procedure (see Figure 1a). In dealing with 
the simulation of valve closure (see Figure 1b), we are able to establish a relation between valve 
size, suture line and coaptation parameters, as shown in Figure 2.   

 

 
a)                                                                b) 

 
Fig.1: Results of implant simulation: (a) valve placement; (b) valve closure. 

 
 

 
 

Fig.2: Post-closure comparison. 

 
4. Conclusions  
 
Besides the intrinsic limitation related to the complex system under investigation, we conclude 
that the proposed methodology offers a useful tool to evaluate the stentless valve implant aiming 
at anticipating surgical operation guidelines during the procedure planning. 
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SUMMARY 

In a recent study led in our group at hospital of Geneva we made a non-exhaustive analysis of the impact of 

segmentation on several geometrical and hemodynamic factors based on seven patient-specific aneurysm 

models obtained in one month of clinical activity at hospital of Geneva. Comparison of different 

segmentation protocols and hemodynamic boundary conditions has been made using both ANOVA and 

visual analysis. Incidence of threshold variations on several geometry and hemodynamic factors is shown 

as well as uncertainties ranging between 10 and 300%. Moreover and interesting enough, a brand new 

result has emerged from this study:  hemodynamic figures appeared unchanged in three out of seven cases. 

A methodology is then proposed to check for stability of geometry which could definitely change our 

approach in using blood flow simulation: “stable” geometries -not sensitive to segmentation and boundary 

conditions – would give credit to hemodynamic-based assessments, while „unstable‟ geometries -very 

sensitive to segmentation and boundary conditions- , would require more caution in hemodynamic-based 

predictions.   

 
Key Words: Blood flow, wall shear stress, aneurysm, stable geometry. 

 

 

1. INTRODUCTION 

 
Intracranial aneurysms are still a challenge for current neuroscience research. Computational 
Flow Simulations is generating very nice qualitative figures and enthusiasming physicians about 

its clinical application potential. Clinical validation is needed for most of the assumptions 

acquired with CFD analysis. Indeed, blood flow solvers are reliable if the running conditions are 
accurately known or they may largely introduce uncertainties in hemodynamic prediction leaving 

rupture risk analysis and stent treatment planning meaningless [2]. 

 

One of the main sources of uncertainty can be the geometrical factor. The segmentation process 
can bias both the geometrical dimensions and forms of the virtual vessel structures with 

unpredictable consequences on blood flow virtual behaviour. In practice, operators or automated 

algorithms try to find a compromise in order to reconstruct both aneurysms and vessels with the 
same parameterization.  The level of noise and artefact in image datasets is such that operators 

usually seek of having a good quality of the 3D-rendered image of the vascular tree for 

subsequent meshing processes, with relatively less care seeking accuracy and precision. 
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Moreover, conditions of contrast injection and image acquisition modalities can very much 

impact the quality and accuracy of the final outcome. 
 

The aim of this study is neither to find the most accurate segmentation and reconstruction process 

leading to the most accurate hemodynamic-based predictions, nor to find the best boundary 

conditions prescriptions for simulation. Instead, it is rather to show limitations of the whole 
simulation pipeline, which can influence CFD results and in which manner. 

 
 

2. MAIN BODY 
 

Seven patients harbouring non-ruptured intracranial saccular aneurysms that underwent 
endovascular treatment at University Hospital of Geneva on March 2009 were selected. We 

excluded all ruptured, dissected, partially thrombosed or fusiform aneurysms. All patients were 

submitted to a diagnostic angiogram with 3D acquisitions on a mono-plan angiographic system 
Allura FD20 (Philips Medical Systems, Best the Netherlands). The images were acquired with 3D 

rotational angiography (3DRA) modality: 120 projection views over 240 ° C-arm rotation were 

acquired during 4 seconds around the region of interest initially placed at the isocenter of the C-
arm. Contrast agent was injected with a constant flow rate of 3cc/s during 6 seconds (4 seconds to 

cover acquisition run plus 2 seconds‟ X-rays‟ delay). The 256x256x256 reconstruction matrix 

captures a region of interest (ROI) of 74.54 mm. Courtesy of Philips Medical Systems, has 

allowed to emulate Xtravision segmentation and 3D-surface rendering offline for persistency of 
intensity level thresholds which were not available on the Xtravision. 

 
We compare the effect of segmentation by setting seven different procedures with regard to 

parent vessel truncation and intensity level threshold, namely: “icamax”, “icamin”, “noicamax5d”, 

“noicamax10d”, ”noicamin5d”, “noicamin10d” and “philips”. The latter is a reference isosurface 

extraction procedure related to the Xtravision.  “icamax” and “icamin” models were reconstructed 
with the whole internal carotid artery from the distal cervical segment to intracranial ICA 

bifurcation. The minimal threshold was tuned until visualisation of noise around the siphon 

region vanishes. The maximal threshold was fixed at the level before holes appear in the petrous 
part of the internal carotid artery. “noicamax10d” and “noicamin10d” models were reconstructed 

with the proximal and distal extremities clipped from the vascular tree. The proximal ICA 

segment was corresponding to about 10 times the diameter size of the artery at the level of 

aneurysm neck. “noicamax5d” and “noicamin5d” correspond to proximal ICA clipping of about 
5d. To analyze the incidence of threshold variation on geometry and hemodynamic factors we 

have used dataset 1 made of {“philips”, “icamax”, “icamin”, “noicamax10d”, “noicamin10d”}. 

To analyse stability of geometries with regard to geometry and boundary conditions variations we 
have used dataset 2: { philips”, “icamax”, “icamin”, “noicamax5d”, “noicamin5d”}. 

High quality surface and volumetric finite element grids made of tetrahedral and triangular 

elements have been produced with ICEM tool to mesh the geometrical models. While meshing, 
manned intervention was required to define the aneurysm neck. Blood flow is modelled as an 

incompressible Newtonian fluid described by Navier-Stockes (NS) equation. Rigid no-slip 

boundary conditions were applied on wall. Inlet and outlet boundary conditions used 

prescriptions from the 1D model [3]. Constant 1D plug flow [4] was applied on inlets. Outlet 
pressures were taken to 0 corresponding to absolute pressures between 9000 and 10000 Pa. 

Implicit numerical scheme formulation was used with fixed time-step of 0.08s. Two 80-time-

steps cardiac cycles were computed. Persistency of intermediate results was applied to last cycle 
only. The calculations took between 45 mns and 3 hours for every run on a 4-Quad 2.80 Ghz 

CPU HP server running PVM parallel system on 4 partitions and 12 Gbytes memory. The number 

of elements was varying between 800000 and 3 millions corresponding to more than 1700 
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elements per mm3. Post-processing has been fully automated thanks to ANSY CEL integrated 

programming language and Matlab programming toolkits (The MathWorks, version 
7.9.0.R2009b). Manned definition of aneurysm neck and aneurysm body has allowed full 

automatization of post-processing. 

 
Three models out of seven were found hemodynamically stable with regard to segmentation and 

boundary conditions. Figure 1 shows the instability of one of the models and both the impact of 

segmentation and boundary conditions on some of the views. Segmentation procedures in dataset 
2 are considered here. 

    

      

      

      

     
Figure 1: time-cycle-average of wall shear stress. First row corresponds to segmentation Philips, 2nd row to icamax, 
3rd row to icamin, 4th raw to noicamax5d and 5th row to noicamin5d. From left to right, the six projection views; 

X, -X, Y, -Y, Z, -Z. The red color correspond to wss higher than 3 Pa. 

Figure 2 shows correlations between intensity threshold variation and some of the geometrical 
factors through linear regressions. Segmentation procedures in dataset 1 are considered here. 

Slopes corresponding to outlet and neck surface are quite high in comparison with the other 

factors. Impact on neck surface may partly reflect manned intervention. 

  
Figure 2: Correlations between intensity thresholds and various geometrical factors; row1 from left to right: inlet 
diameter, outlet diameter, aneurysm surface, aneurysm volume. Row 2 from left to right: aneurysm radius, apex, 
neck surface, aspect ratio. 

Figure 3 shows correlations between intensity threshold variation and some of the hemodynamic 

factors through linear regressions. Segmentation procedures in dataset 1 are considered here. 

Slopes corresponding to maximum time-cycle-averaged wall shear stress and mean wall shear 
stress variations are quite high in comparison with the other factors. The other factors but those 

related to pressure and velocity, have statistically the same variation as intensity threshold. 
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Figure 3: Correlations between intensity thresholds and various hemodynamic factors in aneurysm; row1 from left 
to right: time-cycle-averaged wall shear stress, maximum time-cycle-averaged wall shear stress, maximum wall 
shear stress, means wall shear stress. Row 2 from left to right: area fraction of time-cycle-averaged wall shear 
stress larger than 3.0 Pa, area fraction of oscillating shear stress index larger than 0.2, maximum time-cycle-
averaged of blood flow velocity in aneurysm, max pressure in aneurysm. The red lines correspond to the robust 
linear fit. 

 

ANOVA analysis made on those datasets has allowed to obtain three classes of errors:  (95% CI) 
on geometry and hemodynamic factors: less than 30%, between 30% and 60% and larger than 

60%.  Errors on geometry factors are restricted to the first two classes while those on 

hemodynamic factors span over all the three classes. 
 

3. CONCLUSIONS 
 

Segmentation procedures can present a major influence on CFD results. It is found that it is 

possible to discriminate between hemodynamically stable and instable 3D virtual geometry 
models. This finding suggests a new approach in using blood flow simulation with confidence to 

support clinical decisions. Opportunities to standardize segmentation and simulation processes 

are opened. Correlations of several geometry and hemodynamic factors with intensity threshold 
have been measured. ANOVA analysis has established classes of errors, which can be used in 

estimating simulation uncertainties.  
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SUMMARY

The aim of this study is to evaluate how, at physiological flow rates, subsequent and sudden
changes in direction, curvature and torsion induced by siphon bends influence the final distribution
of hemodynamic variables.

Key Words: blood flow, wall shear stress, aneurysm, geometry.

1 INTRODUCTION

Numerous studies in the last decades have underlined the central role of hemodynamics in the
localization and progression of vascular pathologies, among which cerebral aneurysms. While
conclusive results have not been reached yet, it is well established that vascular geometry has a
major effect on fluid dynamics. This in turn has affirmed the need for understanding the complex
relationship between anatomy and haemodynamics. A district of particular interest in the cerebral
vasculature is the internal carotid artery (ICA). The two ICAs (together with the basilar artery)
are responsible for the perfusion of the brain, being the feeding arteries of the circle of Willis.
Therefore, the hemodynamics enviroment in the intracranial circulation depends on the flow con-
ditions in the the ICAs. This was noted for instance by Hans et al. [1] who reported on a case of
spontaneous regression of two supraophthalmic aneurysms after endovascular closure of the right
ICA. Furthermore, ICAs are typical sites of aneurysm development.

One of the most striking anatomical characteristic of the ICA is its being S-shaped in the terminal
region, which has the form of a siphon. This siphon can be represented as the non-planar sequence
of planar bends, and as such is known to induce secondary motion in the blood flow, yielding
complex spatial patterns of the wall shear stress. Recent studies by Takeuchi et al. pointed out
that the shape of the siphon determines a flattened velocity profile at the terminal bifurcation of
the ICA, while the velocity profile at the bifurcation of the middle cerebral artery (MCA) results
sharpened [3]. In other word, the siphon could have a potential protective effect on the vascular
wall at the terminal bifurcation of the ICA (the estimated hemodynamic stresses resulted much
lower than at the bifurcation of the MCA).

On the other hand, the morphology of the siphon may vary significantly in the population. The
curvature of the bends, the radius and the torsion of the ICA could have different effects on the
flow features. Parametric studies on idealized geometries have been conducted to classify the flow
patterns when varying the geometry or the flow regimes. Lee et al. considered steady flow in three-
dimensional non-planar double bend geometries, at different Reynolds numbers. They observed
that non-planarity of the bends has the biggest effects on mixing and swirling of flow [3]. With
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a similar perspective, Niazmand et al. considered steady flows in S-shaped bends with different
sweep angles and at different Reynolds number, and reported on the strong dependence of flow
patterns on both Reynolds number and bend sweep angle [4]. In particular, for high Reynolds
numbers, depending on the bend sweep angles the secondary vortex pattern of the first bend may
persist partially or totally throughout the second bend.

The knowledge gained from idealized geometries cannot typically be applied straightforward to
anatomically correct geometries. The hemodynamics strongly depend on the local details of the
vessel morphology (e. g. non circular sections, non uniform radius, different angles and curvature
of the bends). On the other hand, given the presumed role of the ICA siphon in flattening the
velocity profile at the terminal bifurcation, it is expected that the geometry of the bends correlates
with the flow features in the ICA consistently across the population. In other words, a similar
parametric analysis to that proposed on idealized geometries can be conducted on patient specific
geometries, with a proper choice of the geometrical parameters. In this work we describe the
methods that we use to characterize the vessel morphology in an objective and semi-automatic
way. The parameters chosen to describe the vessel geometry are described in the methods section,
where we also report on the observed hemodynamics quantities. Preliminary analysis on a limited
number of cases are then presented.

2 METHODOLOGY AND RESULTS

Geometric analysis and synthesis of a vascular tree is in general a challenging task, both for the
extreme anatomical variability of in vivo morphologies and for the availability of many potential
quantities of interest. In order to enable quantitative comparisons of geometric features across a
wide population, standardized and robust methods for geometric quantities definition and mea-
surement are in order. The methodologies described in the following are implemented in the
Vascular Modeling ToolKit (www.vmtk.org), an open source software packages for segmentation,
geometric characterization of vascular structures and data post processing routines. The hemody-
namics computations have been performed with a software based on LifeV (www.lifev.org), a C++
software library of algorithms and data structures for the numerical solution of partial differential
equations.

Six 3D patient-specific surface models of cerebral vasculature were selected from the Aneurisk
database (the Aneurisk project, 2005-2008); in all cases, the subject did not present aneurysms
along the internal carotid artery. The models had been previously segmented from 3D rotational
angiography images by means of the segmentation tools available within VMTK. For each com-
plete surface model, the vessels downstream the terminal bifurcation of the ICA were removed.
Similarly, the small side branches originating from the ICA, namely posterior communicating
artery and ophthalmic artery, were removed in order to isolate the carotid siphon. Each siphon
model was then objectively subdivided into individual bends following these steps [6]: (i) the cen-
terline of each vessel was extracted and its curvature and torsion computed; (ii) starting from the
ICA bifurcation and moving in the upstream direction, each bend was identified as centered in a
curvature peak and delimited by two enclosing (proximal and distal) torsion peaks. Three variants
were then constructed for each siphon model. The first variant comprised the three successive
siphon bends preceding the terminal bifurcation. The second model included the last two bends,
and the third model included only the latter bend. 18 models were finally available for the CFD
simulations. Figure 1A depicts the three configurations analysed for one of the siphon models.

A geometric characterization of the siphon models was performed and parameters that are likely to
play a role in determining the flow patterns were computed by means of the tools available within
VMTK [7]. Mean radius, length, mean and peak curvature and mean torsion were calculated for
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Figure 1: A. 1-, 2- and 3-bend model for one of the ICA siphon analyzed; B. curvature profile of
the 3-bend model centerline and identification of the curvature peaks; C. two different views of
the 3-bend model with the osculating planes approximating the bends.

each bend. Moreover, to characterize the way two consecutive bends are linked together, each
bend was approximated with its osculating plane constructed at the curvature peak, and the angle
between two consecutive ”approximating” planes was evaluated. In a similar way, the torsion
values evaluated at the bend borders were computed, as a measure of how fast the osculating plane
is twisting in space along the centerline. Figure 1C shows the approximating planes for one of the
three-bend models.

Computational fluid dynamics simulations were carried out in all of the geometric models (1-,
2- and 3-bends siphon models) imposing an unsteady flow condition at the model inlets. The
boundary condition featured the same time pattern in all the simulated cases, while the amplitude
of the prescribed flow rate was tuned in each case. For each three-bend ICA model, the inflow
condition was defined such that the time averaged Reynolds number on the inlet section was equal
to 350, found to describe with a good approximation the flow regime of an ICA flow rate in the
range of physiological values [8]. The same flow rate was then prescribed in the simulations on
the corresponding two-bend and one-bend models. The wall shear stress (WSS) was computed for
each simulated case, and the time-averaged WSS was considered as a synthetic descriptor of the
shear load exerted by the blood flow on the arterial wall, under unsteady flow conditions.

For each set of variants of each siphon models (1-, 2- and 3- bends models), we plan to compare
the computed flow features in order to evaluate (i) to what extent the WSS distribution along the
vessel wall is influenced by upstream portions of the model; (ii) how the concatenation of bends
affects the distribution of flow features along the vessel and particularly at the outflow, in particu-
lar with respect to the geometry of the bends (e. g. slow vs. abrupt changes in osculating planes
orientation). Post processing methodologies available within VMTK are going to be employed to
perform these comparisons. The siphon model is topologically equivalent to a cylinder, therefore
it can be mapped onto a rectangular parametric space. After this mapping step, it is possible to
perform point-to-point comparisons of variable fields defined over the surface of different geo-
metrical models [9]. Figure 2 (LEFT) displays the result of this mapping procedure on one of the
cases analysed. To evaluate the distribution of hemodynamics variables on the 3D volume, the
velocity fields of all the three configurations can be sliced at the same positions along the models
centerlines. This allows to compare the velocity profiles in the different models (Figure 2 RIGHT).

3 CONCLUSIONS

While it is well-known that vascular geometry has a major impact on haemodynamics, it is still
difficult to qualitatively predict and quantitatively evaluate its effects on hemodynamics variables
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Figure 2: LEFT: Wall shear stress distribution on the 1-, 2- and 3-bend configurations of one of
the siphons simulated over the 3D surface models (A) and after mapped onto rectangular spaces
(B). RIGHT: Slices over the velocity field for positions along the artery centerline common to all
the three configurations (velocity magnitude plotted).

such as WSS, velocity distribution and more in general flow patterns. In particular, the carotid
siphon represents an interesting case due to the sequence of bends that characterizes its anatomy.
We present robust computational techniques that allow the investigation of these aspects in patient-
specific geometrical models with the goal of identifying potential relationship between geometric
vascular features (curvature, torsion, rate of change of osculating planes) and haemodynamic vari-
ables.
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Motivation 
 
Aneurysms are common, life-threatening, and poorly understood.  It is nearly 
impossible to observe the disease process which leads to aneurysms, especially in 
early stages.  As a result, little is known about causes of the disease, and there is 
no strongly-correlated marker of patient prognosis.  Several things are known.  
An aneurysm's mechanical environment has a strong influence over its behavior; 
weakening of the arterial wall is the main proponent of aneurysm rupture; and 
remodeling and turnover are chief mechanisms of weakening.  We utilize these 
principles to build computational and analytic tools that can reconstruct the 
disease process and serve as a predictor of patient prognosis. 
 
 
Overview 
 
We have developed a theoretical formulation, a modeling pipeline, and a set of 
simulation tools for the prediction of enlargement of aneurysms.  The 
constitutive relations describe a neo-Hookean elastin background matrix and two 
families of supporting collagen fibers with exponential stiffening.  The collagen 
fibers change their structure through growth and remodeling, as described in [1]; 
briefly, stress induces growth (addition of mass), and natural turnover of cells in 
the body induces remodeling.  The two together can induce aneurysm 
enlargement.  
 
The modeling paradigm is multiscale in time, with one timescale on the order of 
seconds (the cardiac cycle) where hemodynamic stimuli are produced, and the 
other on the order of weeks to months (the aneurysm's enlargement) where 
growth and remodeling occur.  Computation will proceed using a staggered 
approach, switching between the two timescales. 
 
The simulation will build on existing technologies for modeling tissue as a solid 
anisotropic elastic material [2].  Isogeometric analysis with NURBS is used, based 
on its suitability for describing organic geometries, previous successes analyzing 
both fluid and structures, and robustness with respect to large deformations. 
 
 
Enlargement Mechanisms 
 
Enlargement is an increase in dilatation.  The enlargement mechanisms we 
employ involve turnover of collagen.  Collagen fibers are assumed to have a 
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finite lifespan.  Old collagen fibers are removed by the body and replaced with 
new ones.  New fibers are placed at a fixed rate of pre-stretch (regardless of any 
other fibers), and the mass rate of fiber placement may not equal the decay rate.  
Through these mechanisms, fibers may lengthen or contract, and may increase or 
decrease in number.  An aneurysm may increase or decrease in size, and increase 
or decrease in mass.   
 
 
Lesion initiation 
 
We investigate two major categories of aneurysms: aneurysms initiated by 
elastin degradation, and aneurysms initiated by high wall shear stress.   
 
Elastin Degradation 
 
While aneurysm formation is clearly multi-factorial, localized degradation of the 
elastin layer within the wall of an artery is believed to be the predominant 
biomechanical feature.   
 
One method of modeling lesion initiation is to postulate that the elastin layer has 
completely degraded in a specified region and to allow blood pressure and 
remodeling and turnover to dictate lesion progression.  This technique has been 
extensively tested by many researchers and is generally found to formulate 
fusiform aneurysms in a manner consistent with what is observed in patients 
with the disease.  
 
High Wall Shear Stress 
 
A second method of postulating lesion initiation is by using geometric features of 
the shape of the artery as the main proponent of vessel weakening.  In this way, 
aneurysm development is not as predetermined by the user as with specified 
elastin degradation, but rather arises more naturally from features specific to the 
patient in question. 
 
Areas of abnormally high (and low) WSS are known to be predictive of 
aneurysm enlargement and rupture.  Moreover, abnormal WSS indicates disease 
progression during all phases of aneurysm formation: initiation, enlargement, 
and rupture.  Initiation often occurs at sharp bends and T-junction branches, sites 
of high WSS in healthy arteries.  Enlargement is predicted by the size and 
intensity of jets of blood flow onto the distal wall of an aneurysm.  The neck and 
distal wall of many saccular aneurysms is a site of continued high WSS, which 
may be a factor leading to continued weakness and rupture.   
 
In order to obtain WSS, a fluid calculation is performed and averaged over a 
cardiac cycle.  This function is used as a seed for degradation of elastin and for 
determining the growth rates of fibers within the wall at each point.  Growth and 
remodeling are computed until enough deformation has occurred that a new 
fluid calculation is warranted.  The process repeats, switching back and forth 
between the timescales.   
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We believe these investigations may provide an understanding for enlargement 
of saccular aneurysms.  
 
 
Verification and Validation 
 
The proposed implementation is verified on geometries representing healthy 
arteries under normal conditions.  One of the requirements is a stability check: 
ensuring the simulation tools predict that healthy arteries remain healthy. 
 
We have begun a pilot clinical study to validate the results.  By using patient-
specific geometries from longitudinal image data, we can quantify attributable 
risk of aneurysm growth and remodeling due to mechanical factors.  Validation 
comes as follows: two image datasets are obtained from the same subject, spaced 
about one year apart.  A simulation is run beginning from a geometry 
representing the early dataset, and is used to predict the geometry of the later 
dataset.  The results of this study will be used to drive avenues of further 
biomechanical research as well as to suggest the utility of performing large-scale 
studies. 
 
 
Future Work: Fluid-Solid-Growth Models 
 
All of the above modeling paradigms lead toward the combination of fluid 
mechanics, solid mechanics, growth mechanics, and patient-specific geometries 
into one consistent supermodel.  Ideally, the supermodel will be valid at all 
timescales from the cardiac cycle to growth and remodeling.  As each piece is 
tested, we will expand it little by little into progressively richer scenarios until 
we can make strong statements about disease risk in particular individuals.   
 
The modeling systems involved in this work are necessary steps to providing 
better conclusions as to the behavior and mechanical nature of diseased arteries, 
as well as to improve the overall predictive capability of simulation tools.  
Physicians who use these tools will better understand aneurysm dynamics, 
improve their morbidity and mortality rates, and save lives. 
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SUMMARY

Endovascular coiling is a well-established therapy to treat intracranial aneurysms. However, its
outcome is not always predictable. The purpose of this work is to present the first step towards
the validation of a virtual coiling technique based on the comparison of in vivo medical images
and computational fluid dynamics (CFD) modeling with a bolus injection. A patient harboring
a coiled aneurysm was selected. A three-dimensional vascular geometry derived from medical
image was used. The aneurysm geometry was virtually coiled using a technique that dynamically
plans the path that each coil would follow during their insertion. Afterwards, a CFD model was
constructed simulating the bolus injection using the time-intensity curves (TIC) obtained from a
digital subtracted angiography image sequence. A qualitative comparison between real and virtual
angiographic images, and the quantitative differences between TIC were assessed. As a result,
the CFD model properly reproduced the global aspects of the injected contrast agent along the
vascular model, including the branches downstream the coiled aneurysm.

Key Words: blood flow, aneurysm, coiling, time-intensity curve

1 INTRODUCTION

Intracranial aneurysms are arterial dilatations often occurring at branching points in the circle
of Willis. One of their treatment options is endovascular coiling [1]. This minimally invasive
treatment tries to prevent rupture by the insertion of biocompatible metal alloy coils to block the
blood flow into the aneurysm. However, coiling outcome is not always predictable and thereby,
being able to assess the hemodynamic alterations induced by coiling could have the potential to
impact clinical practice at pre-operative planning and post-treatment diagnosis.

Computational fluid dynamics (CFD) modeling has grown as a valuable tool for better under-
standing of hemodynamics. Nonetheless, to evaluate the reliability and accuracy of numerical
approaches, a proper validation is mandatory. Virtual angiography has been proposed as a tool
to validate CFD studies on hemodynamics [2]. This work presents the first step towards the val-
idation of a virtual coiling technique for intracranial aneurysms by CFD modeling with virtual
angiography.
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2 MATERIALS AND METHOD

2.1 Patient Information

A 37-years old female harboring a right middle cerebral artery bifurcation aneurysm was selected
for this study. Two three-dimensional rotational angiography (3DRA) images of this aneurysm, be-
fore and after endovascular coiling, were acquired using a Philips Integris System (Philips Health-
care, Best, The Netherlands). A digital subtracted angiography (DSA) image sequence was also
acquired synchronized with the bolus injection of a contrast agent (during 2.5 s at 4 ml/s). DSA
images were acquired at 60 frames per second for a period of 7.8 s. The information about the
number of coils, and their respective diameters and lengths were also recorded.

2.2 Numerical Approach

To model the blood flow with the bolus injection for this patient, geometrical and hemodynamic
information was extracted from the medical images as follows:

Vascular models: A three-dimensional (3D) representation of the vascular luminal surface was
extracted from the region of interest of a 3DRA image obtained before coiling, using a geodesic
active region method combined with an image intensity standardization technique [3]. Then, the
resulting 3D geometry was cropped, cleaned and smoothed.

The same method was applied on the 3DRA image after coiling without contrast and the result-
ing 3D geometry was combined with the aneurysm surface previously created to extract a similar
volume where the coils were actually inserted. This new volume was called coiled region. After-
wards, a virtual coiling technique [4] was applied to coil the model, using as input the diameters
and lengths of the coils inserted in the real aneurysm.

The virtual coiling technique sequentially inserts the coils by advancing its tip through a planned
path, starting from an initial position and direction inside the coiled region. To build the path, the
coiling technique avoids coil migration outside the coiled region and the collisions between coils
by smoothly changing the advancing tip direction. If the coil tip is trapped by other coils, the
technique retreats the coil tip and redirects its advance. As a result, the virtual coiling produced
a similar representation of the real inserted coils, including the small coil segment protruding in
the parent artery of this specific aneurysm (Fig. 1). The generated packing density, defined as the
ratio between the coils and coiled region volumes, was 43%.

Figure 1: (A) Medical image. (B) Geometrical models of the vasculature and virtual coils.

Computational Fluid Dynamics: Once the geometric models were obtained, a volumetric mesh
was created. The mesh was generated using the commercial software ANSYS ICEM-CFD v11
(Ansys Inc., Canonsburg, PA). This volumetric mesh was exported in ANSYS CFX v11 (Ansys
Inc., Canonsburg, PA) to compute the fluid flow. Blood was modeled as a Newtonian incom-
pressible fluid with viscosity and density of 0.00375 Pa·s and 1060 kg/m3 respectively. Flow was
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assumed to be laminar. Vessel wall and coil surfaces were imposed as rigid with no-slip bound-
ary condition. At the outlets, a traction-free boundary condition was applied. For the inlet flow
boundary condition, a physiological blood flow waveform from a normal individual was imposed.
This flow waveform was scaled based on the estimation of the mean flow velocity, calculated with
a time-intensity curve (TIC) approach [5] at different locations in the vasculature. Besides, the
increase of flow rate due to the bolus injection was considered using the information of the real
contrast injection (Fig. 2B). The cardiac period was 0.6 s, and it was derived from the averaged
time differences between consecutive peaks or valleys, presented in the TIC (Fig. 2B).

To compute the contrast propagation through the vasculature, a scalar field of its concentration
was solved from a transport equation following the strategy of previous CFD studies [6][7]. The
TIC at the inlet region of the DSA images was imposed as boundary condition for the contrast
concentration at the inlet of the CFD model (see Fig. 2B) with a homogeneous distribution. The
TICs computed from the CFD simulation were calculated using the contrast concentration at the
four control regions defined in the medical images (A-D in Fig. 2A). Each TIC was normalized
based on the highest value of each curve. The visualization of the virtual angiography images were
done by volume rendering as was previously performed on a similar CFD study of blood flow with
bolus injection [8].

Figure 2: (A) DSA image with the control regions for TIC measurements. (B) TIC at inlet of the
image and flow rates of contrast and total flow.

3 RESULTS

Figure 3 compares DSA images with the corresponding virtual angiography obtained from the
CFD model at two different time instants during the contrast filling phase. Once the vasculature
was full of contrast, the intensity oscillations of the TIC (see Fig. 4) were not visible. Qualitatively,
the intensity of the contrast shows a good correspondence between the DSA images and the virtual
angiography.

In Fig. 4, the TICs of both in vivo and CFD are presented at the control regions in the vasculature.
The plots show in total 4 s, including the initial part of the wash-out phase. This was done since
the superposition of the arteries of interest with other arteries and veins downstream, introduces
important changes in the background of the medical images, generating an overestimation of the
TIC after the fourth second. The CFD model was able to capture the global flow characteristics ob-
tained from the intensity of the contrast injection, including the regions downstream the aneurysm
(Fig. 4C and D). A good agreement between the TICs was observed, especially when the contrast
arrived at the control regions, peaks and valleys of the TIC and the intensity gradient during the
filling and wash-out phases.
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Figure 3: Visualization of in vivo and virtual angiography images at (A) 0.7 s and (B) 0.9 s.

Figure 4: Comparison of the TIC of the in vivo images and CFD model. (A)-(D) correspond to the
four control regions defined in Fig. 2A.

4 CONCLUSIONS

We have presented a comparison between in vivo images and a CFD model of blood flow with a
bolus injection in one patient-specific aneurysm, as a first approach for the validation of a virtual
coiling technique. Good agreement was found between the in vivo medical images and virtual
angiography results, as well as between the TICs along the vasculature including downstream the
coiled aneurysm.
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