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PREFACE

It is our pleasure to welcome all participants of the 2" International Conference on
Computational and Mathematical Biomedical Engineering (CMBE11) to George Mason
University. This is the second in the series, after a successful first meeting that was held
at Swansea University, UK in 2009. The increased number of abstracts received for
CMBEIL11 clearly shows a great deal of interest in this area. In order to maintain a very
high quality, the number of standard presentations in CMBEI11 is limited to a maximum
of 120. We are hoping to maintain a similar number of presentations in the future
conferences by introducing a more rigorous review process. It is encouraging to learn that
this conference represents an interdisciplinary forum of scientists with expertise ranging
from imaging to CFD, from algorithmic developments to clinical applications and from
respiratory flows to protein mechanics. We hope that the interaction between scientists
during the conference leads to new topics of research and new collaborations.

CMBEL11 consists of three plenary lectures nine keynotes, ten organized mini-symposia
and eight standard sessions. We anticipate that some of the presentations will be
published in the ‘International Journal for Numerical Methods in Biomedical
Engineering’.

We thank CMBEI11 sponsors, supporters, mini-symposium organizers, executive,
scientific and local committee members for their support.

Perumal Nithiarasu Rainald Loéhner
Swansea University George Mason University
United Kingdom United States of America
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SUMMARY

While classic CT theory is for exact reconstruction of a whole cross-section or an entire object,
real-world applications often focus on smaller regions of interest (ROIs). The long-standing
“interior problem” is to reconstruct an internal ROI only from truncated projections associated
with x-rays through the ROI. In 2007, mathematical analysis and numerical results were
published demonstrating that the interior problem can be solved in an exact and stable fashion if a
subregion in the ROI is known. Such knowledge of a subregion is often available in practice; for
example, the x-ray linear attenuation coefficients of air, water, blood, or other calibrated
structures. Even without exact subregion knowledge, it was recently shown that interior
tomography could still be exactly performed via compressive sensing. In this presentation, I will
discuss the principles and implications of interior tomography to minimize radiation dose, handle
large objects, improve temporal resolution, and be extended into other imaging modalities such as
MRI, SPECT, and electron tomography.
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SUMMARY

Mathematical modeling and computer simulation have proved tremendously successful in
engineering. Computational mechanics has enabled technological developments in
virtually every area of our lives. One of the greatest challenges for mechanists is to
extend the success of computational mechanics to fields outside traditional engineering,
in particular to biology, biomedical sciences, and medicine (Oden et al., 2003). By
extending the surgeon’s ability to plan and carry out surgical interventions more
accurately and with less trauma, Computer-Integrated Surgery (CIS) systems could help
to improve clinical outcomes and the efficiency of health care delivery. CIS systems
could have a similar impact on surgery to that long since realized in Computer-Integrated
Manufacturing (CIM).

However, before this vision can be realized the following two challenges must be
met:

Challenge 1. Real-time (or near-real-time) computations.

Rationale: In surgical simulation interactive (haptic) rates (i.e. at least 500 Hz) are
necessary for force and tactile feedback delivery. In intra-operative image registration
one needs to provide a surgeon with updated images in less than 40 seconds. To achieve
these, highly non-linear models with ca. 50 - 100 thousand degrees of freedom must be
solved in close-to-real-time on commodity computing hardware.

Challenge 2. Efficient generation of computational grids from medical images of human
organs.

Rationale: In clinical workflow 3D images (e.g. magnetic resonance images) are
acquired. In order for biomechanical computations to be practical, a computational grid
must be obtained from these images (semi-)automatically and rapidly.



At Intelligent Systems for Medicine Laboratory we have addressed Challenge 1
by developing Total Lagrangian Explicit Dynamics finite element and meshless
algorithms and implementing them on Graphics Processing Units [2, 3, 4, 5].

We are also addressing Challenge 2 by developing a concept of “an image as a
computational model”. We discretize the entire image volume with the cloud of points for
the solution interpolation, insert an underlying regular cubic grid for volumetric
integration and assign mechanical properties to integration cells based on probabilistic
tissue classification algorithms. This approach leads to almost instantaneous
computational model generation.

We have successfully applied the techniques mentioned above to modeling brain
deformations during surgery and intra-operative neuroimage registration, Figure 1.

Figure 1. An example demonstrating the accuracy of the modeling and simulation
techniques: the predicted contours of a brain tumor (blue) and ventricles (white) are
overlaid on the MR images taken during surgery. Intraoperative images courtesy of CRL,
Harvard.

Key Words: computational biomechanics, brain, finite element method, meshless methods,
graphics processing unit.
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ABSTRACT

Nearly half a century has passed since the first modern hemodynamic hypotheses of vascular
disease were framed [1]. More than a quarter of a century has passed since engineering
experiments confirmed direct links between hemodynamic forces and vascular pathology [2].
And well over a decade has passed since image-based computational fluid dynamics (CFD) was
introduced as a means of bringing hemodynamic knowledge from bench to bedside [3]. Yet,
despite the fact that hemodynamic disturbances are almost universally acknowledged to play a
central role in vascular (patho)physiology, clinical decision-making still rarely incorporates this
knowledge in a systematic way. Reasons for this were neatly summarized by Lieber et al. [4]:

Clinical acceptance of new methodologies and tools depends on criteria that are
usually not observed in developing engineering concepts: they need to be
relatively uncomplicated, fast (no lengthy offline analysis), quantitative
(‘threshold mentality’), and economically affordable. Widespread acceptance
also hinges on successful clinical trials proving efficacy and safety for the patient
and physician (evidence-based medicine).

In this presentation I will discuss our experiences and efforts in confronting these clinical
realities. For example, “virtual imaging” — recognizing and exploiting clinical visual vocabularies
— has proven to be a useful adjunct to our usual engineering visualization conventions. Our
software tools, crafted by engineers for engineers, can be intimidating or inscrutable when
presented to a clinical audience, which only serves to widen rather than bridge the gap between
the bench and the clinic. Most important, we have come to appreciate that our engineering models
may be relied upon in a qualitative, but not necessarily quantitative sense. As a result, we can
(and should) be willing to sacrifice accuracy for efficacy in the same way that clinicians must
balance the desire for sensitivity and specificity with practicalities of obtaining it.
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SUMMARY

The fundamental challenge in the study of nanodevices in biotechnology and drug delivery stems
from the fact that the basic mechanisms of the devices involve mechanics and materials at
multiple length scale. Most of the nanodevices that are typically in the centimeter scale or above
are developed using nanoparticles with a size scale in the nanometer scale. In this talk, we will
discuss our studies on multiscale analysis of two types of nanodevices - one being used as DNA
detector and the other as cancer therapeutic delivery. In nanoparticle based DNA detection
devices, nanoparticle concentration is crucial for disease diagnosis and drug discovery. The major
challenge for such concentration is in the low abundance of nanoparticles. For example, to
concentrate  DNA from sample mixture, current methods involve microfiltration and
centrifugation. DNA is then extracted and amplified by Polymerase Chain Reaction (PCR) for
detection. However, these methods are inefficient, cumbersome and time consuming. To
overcome this challenge, we are designing a concentration tool composed of the nanotips that are
similar to nanoparticles in size. On the other hand, a broad range of materials have been explored
as candidates for the imagery/diagnosis and therapeutic release towards cancer. The development
of a platform approach towards rationally designed nanocarbon-enabled imagery and drug
delivery that is broadly applicable would then generate an important advance towards material-
driven enhancements in therapy. In this talk, we first described various nanocarbon-materials for
therapeutic and diagnostic applications. We will then demonstrate that nanodiamonds (NDs)
represent as one of the most promising candidate materials as they have much higher potential for
mass production, yet still possess properties common to nanotubes and bucky balls such as the
ultrahigh surface-to-volume ratio. Then, we outline an experimentally validated and nansocale
science based simulation technique for the development of ND-enabled drug delivery system
capable of performing both therapeutics and diagnostics functions. We will exclusively focus our
quantitative analysis of pH-dependent interactions between doxorubicin hydrochloride (DOX)
cancer therapeutic and faceted nanodiamond (ND) nanoparticle carriers using a constant-pH
molecular dynamics simulation approach.

Key Words: constant pH MD simulation, doxorubicin, nanodiamond, multiscale analysis,
uncertainty quantification techniques, nanodevices, medicine.

1. INTRODUCTION

1.1 Nanodevices for DNA detection

A critical challenge in the field of medicine is to develop a low cost sensor competent of detecting
specific bacterial pathogens via a precise deoxyribonucleic acid (DNA) sequence. In order to
identify such biological agents in a patient’s blood or other bodily fluids at the onset of infection,
detection of specific pathogen genomic DNA is considered a reliable approach. Current
techniques involving multiplex DNA/RNA detection arrays or immunoassays [l] require
cumbersome sample preparation, aggressive nucleic acid amplification protocols and must be



operated by trained personnel. The goal of this work is to develop a unique simulation tool that
will help guide the design of the device, characterize its fundamental mechanisms at the
nanometer scale and optimize distinct parameters for its high sensitivity throughput.

1.2 Nanodevices for Drug delivery

It has been demonstrated from recent studies that nanodiamonds (NDs) based nano-devices have
tremendous potential as drug carriers due to their exceptional biocompatibility and unique surface
properties (5-10). Understanding the fundamental mechanism of ND-based drug delivery is a
major challenge because of multiple length scale involved in the delivery process, and the goal of
our current research is to develop a multiscale modeling technique to understand the fundamental
mechanism of a ND-based cancer therapeutic drug delivery system. The major components of
the proposed device include nanodiamonds (ND), parylene buffer layer and doxorubicin (DOX)
drugs, where DOX loaded self-assembled nanodiamonds are packed inside parylene capsule. In
this work, we have employed a constant-pH molecular dynamics simulation approach to provide
a quantitative analysis of pH-dependent interactions between doxorubicin hydrochloride (DOX)
cancer therapeutic and faceted nanodiamond (ND) nanoparticle carriers.

2. MAIN BODY
2.1 DNA detection
An electric field is used to concentrate target DNA molecules in the vicinity of a nanotip where
probe molecules are immobilized. However, submicron particle manipulation requires very high
field strengths resulting in AC electroosmosis and possible deterioration of biomolecules [2]. Our
primary aim is to increase the local density of target DNA molecules and the molecular flux at the
nanotip in a large volume of 10uL-1mL. This is accomplished by controlling the frequency and
amplitude of an AC electric field, the conductivity of the suspending medium, sample size,
nanotip and counter electrode geometry. A simulation based modelling is used to predict
electrohydrodynamics and the dominant electrokinetic forces at the nanometer scale while
varying the aforementioned conditions. In this study, the immersed finite element method is
extended by coupling it with various multiphysics features [3,4].

3.0e5 W N 5 Nanotip

Chemical affinity
Dielectrophoresis  0,0e0 |l
V/ecm

Target DNA
Coil Coil

(2) (b)

Figure 1. (a) Enrichment system using a nanotip where circulatory flow is generated on a nanotip
surface by electroosmosis and attraction is conducted by dielectrophoresis. Binding is determined
by probe molecules that are immobilized on a nanotip surface. (b) Vrms of 3.54 at SMHz is
prescribed across the nanotip and the coil. Max electric field is located just below the nanotip.



As depicted in Figure 1(b), maximum electric field is present just below the apex of the nanotip.
Our calculations suggest that the maximum DEP force that is exerted on a DNA molecule within
the vicinity of the nanotip is on the order of 1nN. However, couple microns away from the
nanotip, the magnitude of the DEP force exerted on a DNA molecule drops exponentially to
under 1pN. Hence, the DEP force is dominant close to the nanotip while forces such as those due
to the average motion of the suspended medium caused by thermal fluctuations, i.e. Brownian
forces, become important couple microns away from the nanotip.

2.1 ND-DOX Interaction

Here we have adopted a constant pH Molecular Dynamics Simulation (CpHMD) (11)
technique to explore the pH dependent interactions between DOX and ND. As shown in Fig. 2,
this model consists of 8 truncated octahedral ND with a diameter of 3.5nm plus several DOX
molecules, counterions and water molecules. The properties of the surface carbon atoms are
modified to reflect functionalization whose properties are only poorly known. MD simulations at
various pH levels have been performed for pH in the range from 6 to 11 with an interval of 0.5. In
Fig. 3, MD simulation results for the number of drug adsorption per ND are plotted versus pH and
have been compared with experimental results (6). We consider a DOX molecule to be bound to
the ND surface when the amino group of the DOX maintains a Van der Waals separation distance
(<~3.5 nm) from the ND. It can be observed that presence of 30% and 20% functional groups on
ND surface has yielded similar results. For the 10% functional group case, the trend in results
with respect to pH variation remain the same but the total number of DOX binding on ND surface
is seen to be reduced substantially.

(@ (b)

Figure 2: Representative final MD snapshots for the DOX-ND interaction simulation at different
pH level: (a) large model with 8 NDs and 208 DOX in the solvent.
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Figure 3: pH dependent DOX-ND binding capacity. “S” and “L” represents smaller MD model
and larger MD model, respectively.



3. CONCLUSIONS

In order to achieve optimum device sensitivity for large sample volumes, it is imperative to
understand the underlying forces present at the nanoscale. Forces of interest include DEP force,
forces due to Brownian motion and forces due to DNA particle-particle interaction. The
immersed molecular electrokinetic finite element method is currently being implemented that will
help guide the design of the device, characterize its fundamental mechanisms at the nanometer
scale and optimize distinct parameters for its high sensitivity throughput.

The effect of pH on the ND-DOX interactions has been investigated. Some discrepancies between
experiment and simulation have been observed and can be attributed to several factors including
improper surface charge distribution and pKa of ND, DOX concentration, ND surface groups etc.
Nevertheless, our study clearly suggests that pH is a critical factor to DOX interaction with ND.
This work paves the way for the continued and optimized development of a pH controlled drug
delivery method using NDs carriers (5,6).
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SUMMARY

The loss of cardiac pump function accounts for a significant increase in both mortality and
morbidity in western society. There is currently a 1 in 4 lifetime risk of cardiac disease and an
acceleration of the costs associated with acute and long-term hospital treatments. The significance
of this disease has motivated the application of state of the art clinical imaging techniques to aid
diagnosis and clinical planning. Measurements of cardiac function currently provide high-
resolution data sets for characterizing cardiac patients. However, the clinical practice of using
population-based metrics derived from separate image sets often indicates contradictory treatment
plans due to inter-individual variability in pathophysiology. To address this issue the goal of our
work, demonstrated in this study through three specific clinical applications, is to integrate
multiple types of functional data into a consistent framework using multi-scale computational
modelling.

Key Words: Multi-Physics, Multi-scale, Cardiac Modelling.

1. INTRODUCTION

Cardiovascular disease (CVD) is a highly significant contributor to loss of quality and quantity of
life [1]. It is most commonly a consequence of diseases such as coronary artery disease (CAD),
congestive heart failure (HF), and cardiac arrhythmias. Thus the early detection and prediction of
the progression of CVD are key requirements towards improved treatment and hence a reduction
in mortality and morbidity.

The diversity and quantity of currently available imaging data, including measurements of cardiac
wall motion, chamber flow patterns, coronary perfusion and electrical mapping, presents a
significant opportunity to improve clinical care of CVD. However, despite imaging advances,
determining optimal treatment strategies for CVD patients remains problematic. To exploit the
full value of imaging technologies, and the combined information content they produce, requires
the ability to integrate multiple types of anatomical and functional data into a consistent
framework.

2. MAIN BODY

An exciting and highly promising strategy for contributing to this integration is through the
personalisation of bio-physically based mathematical models. The development of such models
presents the ability to capture the complex and multi-factorial cause and effect relationships
which link underlying pathophysiological mechanisms. This in turn provides the capacity to
derive parameters that are not directly observable but play a key mechanistic role in the disease
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process (for example tissue stress and measures of pump efficiency) to assist treatment decisions.
Across international efforts to develop these types of models the heart is arguably one of the most
advanced current examples of an integrated organ model. As such it represents an excellent organ
system with which to demonstrate the translation of models to clinical application. Specifically,
detailed anatomical finite element based models of the heart now accurately represent both
cardiac anatomy and detailed microstructure. These mathematical descriptions serve as spatial
frameworks for embedding functional cellular models of electrical activation, and the resultant
tension generation which produces cardiac contraction. These cell and organ components have
been combined through the application of continuum equations to simulate whole organ cardiac
electro-mechanics, perfusion and ventricular fluid dynamics in a number of clinical contexts:

Cardiac Electro-mechanics: Cardiac resynchronisation therapy (CRT) has emerged as one of
the few effective and safe treatments for HF. Identifying patients that will benefit from CRT
remains controversial and this situation is exacerbated by the cost and invasiveness of the
procedure. To address this issue a biophysically-based patient-specific coupled electromechanics
heart model has been developed, which links the cellular and sub-cellular mechanisms that
regulate cardiac function to the whole organ function observed clinically before and after CRT
[2]. The model integrates diagnostic data from ECG, left ventricle (LV) pressure catheter, cine
MRI, late enhancement MRI and electrical activation maps (see figure 1) collected from a
specific individual into a consistent quantitative framework. Anatomy, electrical and mechanical
function have been validated against MRI derived deformation patterns at baseline, and against
EnSite maps and pressure catheter data collected under paced conditions. A sensitivity analysis of
the model has identified the length-dependence of tension as a significant contributor to the
efficacy of CRT. Further simulation analysis using simulations packages CARP' and Cmiss” has
demonstrated that in the whole heart, length-dependent tension development in the sarcomere is
key not only for the beat-to-beat regulation of stroke volume (Frank-Starling mechanism) but also
the homogenisation of tension development and strain. The model has identified that in
individuals with effective Frank-Starling mechanism the length dependence of tension facilitates
the homogenisation of stress and strain. This can result in synchronous contraction despite
asynchronous electrical activation. Thus, in individuals with effective Frank-Starling mechanism
of tension, we are able to conclude that the synchronising electrical activation through CRT may
have minimal benefit.

Figure 1: Ensite LV
endocardial geometry and
activation map for sinus
rhythm (solid surface) with
MRI geometry (transparent
mesh surface) overlaid (top).
LV endocardial activations
times from 3D whole heart
simulation with fitted
conductivities (bottom).
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Modelling Coronary Perfusion:

Like HF, CAD is also a major cause of mortality, but again, despite its significance, the
determination of optimal clinical diagnosis and treatment strategies for CAD patients remains
problematic. Exacerbated by the high risk of the disease, and the difficulty in excluding it, the
clinical problem is tangibly demonstrated by the large number of patients who currently
unnecessarily undergo invasive angiography and achieve negative results.

The numerical simulation of coronary perfusion thus has the potential to play a vital role in
advancing the understanding of important aspects of coronary heart disease and improving
treatment. However, the simulation of this phenomenon has to overcome several major challenges.
To date, it has been very difficult to obtain accurate anatomical information of the human
coronary vascular network ranging from the millimeter to the micrometer scale. But even if one
had exact anatomical information available in so much detail, simulating blood flow on such a
vast vascular tree would be prohibitive in terms of computational complexity. Moreover, the
interaction between blood flow and tissue mechanics requires the accurate coupling of those
different types of physics [3].

To address these challenges, we have modelled blood flow through the microscopic vasculature
as a porous media flow. The solid constituent, on the other hand, is modelled using the theory of
finite elasticity, in order to address the large strain deformation the cardiac muscle experiences.
This results in a volume-coupled model where Darcy flow and finite elasticity co-exist on the
same homogenised domain while the coupling is expressed through conditions characterising the
respective material laws and constitutive relations. Figure 2 demonstrates that the Darcy flow
model can be solved on a realistic left ventricle geometry undergoing physically meaningful
deformations.

Figure 2: Numerical solution of the Darcy problem with deformation-dependent material
properties under prescribed geometry movement and homogeneous Neumann boundary
conditions. Snapshots at times t = 0.18T, t = 0.45T, t = 0.73T and t = 0.91T with T the period of
the heart cycle. Velocity vectors are coloured by the magnitude of the x-velocity. Velocity vectors
are absolute velocities and, therefore, not relative to the motion of the heart.

Ongoing work is focused on the application of these models to quantitatively link the measured
contrast agent transport to myocardial contraction, epicardial and microcirculatory coronary
perfusion.

Fluid Structure Interaction: Hypo-plastic left heart is a condition that affects 4-5 children out
of 10,000 births and poses a serious threat to life, requiring immediate surgical treatment in the
majority of the cases. Hypo-plastic left heart patients rely solely on the right ventricle as a motor
for the systemic and the pulmonary circulation, the left one being atrophied or underdeveloped.
To assist the surgeon in planning the intervention, we are using biophysical simulations [4] to
assess diastolic dysfunction through the analysis of pressure gradients and myocardial relaxation
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(Figure 3). In the rapid filling phase (early diastole), the annular velocity during the ventricle
elongation, e’, is recorded as well as the velocity of the inflow at the inlet valve, E. Previous
studies in the literature have demonstrated that the ratio E/e’ is an important clinical parameter to
predict the filling pressures and to highlight diastolic abnormalities. The flow propagation and
vortex formation mechanism is analyzed in the hypo-plastic left heart cases and compared to the
previous results obtained with patients affected by congenitally corrected transposition of the
great arteries (CCTGA). Our goal in this work is to use the information provided by the model to
underpin a clinical trial at the end of the project to test the value of computational metrics for
selecting patients who will respond to surgical treatment.

Figure 3: The vortex formation in the systemic right ventricle of a patient with hypo-plastic left
heart. The ring vortex is formed during the peak E wave in proximity of the aortic valve, as
shown in (a). During the deceleration period it expands and travels axially away from the
formation region (b). At diastasis (c) the maximum volume expansion is attained on a
circumferential plane located just below the valve orifices and the two vortices merge into one
complex swirling structure. No additional vortex pair is observed during the atrial contraction (d),
unlike in the normal left ventricle filling, where a weak ring vortex appears near to the mitral inlet.

3. CONCLUSIONS

The results of this work demonstrate the capacity of mathematical models to integrate multiple
clinical data sets into a consistent framework to facilitate patient treatment. Through this work
our goal is to support a paradigm shift away from predefined clinical indices determining
treatment options and a move towards true personalisation of care based on an individual’s
specific physiology.
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SUMMARY

Intracranial aneurysms (IAs) are saccular abnormalities of cerebral arterial walls that can rupture,
leading to subarachnoid hemorrhage with an associated high rate of morbidity and mortality. It is
therefore desirable to identify and treat high risk lesions prior to rupture. It is generally agreed that
hemodynamics play a critical role in the development, progression and rupture of IAs. However,
the determination of which mechanical stimuli are important and their role in the various stages
of aneurysm evolution remains elusive. This poor understanding of the disease process limits
treatment planning and the development of pharmaceutical therapies. This is in sharp contrast to
diseases such as such as atherosclerosis in which detailed knowledge of the pathobiology has led
to development of preventative treatment strategies using statins.

Animal models provide a mechanism for fundamental studies of disease pathophysiology and
have been heavily used in studies of atherosclerosis. Ideally, these animal models would mimic
the anatomy, physiology, biology, and response to therapy of human aneurysms during all stages
of the disease. However, cerebral aneurysms have not been shown to occur naturally in animals.
Therefore, the relevance of the animal model to human IAs must be carefully established. In
this talk, we consider an elastase induced aneurysm model in rabbits (EIAR) and discuss how
computational fluid dynamics (CFD) has been used to (i) evaluate its hemodynamic relevance
to cerebral aneurysms in humans, (ii) reconfigure this animal model to extend the range of its
applicability, (iii) enable an assessment of coupling between hemodynamics and wall remodeling.

Key Words: cerebral aneurysm, animal model, hemodynamics, remodeling.

1 The Elastase Induced Aneurysm Model in Rabbits (EIAR)

A number of animal models have been created for studying aneurysm pathogenesis including
those in mice, rats, rabbits, canines, swine and primates. In this work, we consider an elastase
induced, saccular aneurysm model in rabbits that offers some merits such as similarity in size
between parent vessels in the EIAR and those of human IAs, lower cost compared with larger
animal models, ease of imaging and handling as well as a comparable clotting response com-
pared with human IAs [6]. Briefly, the right common carotid artery (RCCA) in New Zealand
white rabbits is exposed and ligated distally and a balloon catheter is advanced to the origin
of the RCCA at the right subclavian artery and used to achieve flow arrest in the RCCA, [1].
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Porcine elastase is incubated above the inflated
balloon for 20 minutes, after which the balloon is
deflated and catheter system removed. The RCCA
is then ligated at its mid-portion. Dilated, arte-
rial segments thus formed from the stump of the
RCCA, are termed “aneurysms”, Fig. 1A

Figure 1: A: 2D angiography of elastase-induced
. rabbit aneurysms, left: low AR model; right: high
1.1 Computatlonal Model AR case; B: 3D reconstructed geometric models
of the aneurysm and segments of the peripheral
Geometric models of the luman surface of the vasculature.

aneurysm and sections of local vasculature were

generated from 3D reconstruction of animal spe-

cific data obtained from three-dimensional rotational angiography, Fig.1B. Blood flow in the re-
constructed models was simulated based on the unsteady, 3D Navier-Stokes equations, using the
finite element method with ADINA software (64 bit) (ADINA Inc.). Blood was modeled as an in-
compressible linearly viscous fluid with density and viscosity specified as p = 1050kg/m? and p =
3.5 mPa-s, respectively. The vessel wall was idealized as rigid and the no-slip boundary condition
was applied. Animal specific in vivo doppler measurements in the DPA and LCCA were obtained
using transthoracic duplex doppler ultrasound imaging and provided estimates of the time aver-
aged flow rate at the these locations [12, 10]. A structured hexahedral mesh was used with element
numbers ranged from 40,000 to 60,000 depending on the geometric complexity [10]. CFD anal-
yses were performed for each model for two cardiac cycles using 100 time steps per cycle using
using a 3-GHz dual Xeon processor work station with 8-GB of memory.

A central question in any hemodynamic study is the extent of vasculature to include in the study
so as to avoid needless computational effort without degrading the accuracy of CFD results. In the
EIAR, the aortic arch as well as up-stream and down-stream bifurcations are in close proximity to
the aneurysm cavity, Fig. 1B. In a previous study, the sensitivity of CFD results to the extent of the
vascular domain was shown to vary between the low and high aspect ratio (AR) cases. Based on
these results, in future studies the computational domain for high AR EIAR included the LCCA,
proximal parent artery, DPA and aneurysm while low AR models included this computational
domain and the downstream bifurcation /quadrification structure, [10].

1.2 Relevance of the EIAR to Humans

The EIAR must have geometries representative of human IA, if they are to be useful for study-
ing human IA development and treatment. Further, a large range of geometries are needed if the
EIAR are to be used to test current hypothesis about the role of geometry in aneurysm develop-
ment. Kallmes et al. developed protocols for creating statistically different neck sizes and sac
volumes in the EIAR by adjusting the balloon and ligation positions, respectively, [4, 3]. Using
the new protocols, a wide range of geometries were created in 51 EIAR. The 3D reconstructed ge-
ometries were retrospectively analyzed and compared with published values for human aneurysms
[10]. The neck width, aneurysm height, maximum sac diameter, aneurysm surface area, aneurysm
volume (V) and parent artery diameter (P) were all within the range of reported values for human
IAs. The aspect ratio (AR = H/N), D/H, and BF = D/N [5] were also within reported human limits.

CFD was recently used to assess flow in the pool of 51 EIAR and compared with published re-
sults for human IA [10]. The flow structure could be categorized as Type A flows with a single,
stationary circulation inside the aneurysm sac (n = 33, 65%) and Type B flows with a transient
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secondary circulation in the dome as well as a primary (larger) stationary circulation below this (n
=18, 35%). Cebral et al. classified the flow in 62 cerebral aneurysms in humans into four types
based on the nature of the inflow jet and the number and stability of vortices in the sac [2]. Flow
types A and B in the EIAR are of types I and III, respectively, corresponding to flow found in 61%
of the IA analyzed in [2]. The Reynolds and Womersley numbers also fall within the human range
[10]. The spatial distributions of wall shear stress (WSS) and oscillatory shear index (OSI ) in and
around the rabbit aneurysm sac were shown to be typical for large groups of human IA [10].

1.3 Aspect Ratio Studies

Clinical studies suggest AR is a useful indicator for assessing IA rupture risk (e.g. [8]). The
importance of AR is hypothesized to arise from the dependence of hemodynamic wall stress on the
geometry of the sac [9]. Using CFD studies, Zeng et al. demonstrated the range and distribution
of AR in the EIAR are suitable for evaluating this conjecture, [10]. Further, flow in the low and
high AR models was shown to be significantly different [10, 11]. Low, transitional and high
AR categories could be defined such that a single circulation was observed in low AR sac and a
transient, slower secondary circulation with an associated separation point was seen in high AR
sacs. This high AR flow environment has been associated with deleterious changes to the wall and
may trigger wall degradation and general mechanical weakening of the aneurysm sac.

1.4 Aneurysm Wall Degradation and Remodeling

The previous work lays the foundation for future applications of the EIAR to studies of the cou-
pling between local intra-aneurysmal hemodynamics and wall structure. In a related work in this
direction, differential gene expression was compared in high and low AR aneurysms in 11 EIAR
[7]. High AR was associated with differential expression of inflammatory/immunomodulatory
genes, structural genes, and genes related to proteolytic enzymes, and extracellular matrix-related
genes. Endothelial cells are present along the intima of the EIAR sacs, but they are more disor-
dered and less uniformly distributed than in control arteries. In ongoing work, wall structure and
histology are being compared in EIAR and human IA walls.

1.5 Extension of the current RCCA EIAR

Though the hemodynamic parameters in the current EIAR all fall within values reported in human
IA, only two out of four flow types identified in [2] are created in the current model. Recently, a
range of new EIAR have been produced and assessed using CFD including a model with a “flow
modulating” arterial venous malformation downstream from the aneurysm cavity that generates
antegrade peri-aneursymal flows. In addition, a bifurcation EIAR was developed by utilizing the
LCCA rather than the RCCA. Using CFD analysis, the intra-aneurysmal flow in the LCCA EIAR
with downstream AVF was found to display a third flow type reported in [2]. The flow displayed
a second stationary circulation pattern and an oscillating impingement region. This flow type is
associated with increased risk of rupture compared with the previous two flow types [2].

2 CONCLUSIONS

An elastase induced aneurysm model in rabbits displays similar geometries and hemodynamic
environments to those seen in humans. CFD analysis has shown that three of the four flow types
identified in human IAs can be created in the EIAR using a previously created RCCA model as
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well as a new high flow LCCA model. A wide range of ARs can be created in the rabbit model.
CFD studies demonstrate distinct flow types in low and high AR models. Flow in the high AR
aneurysms appears to be more deleterious to the wall, displaying larger regions of pathologically
low WSS, elevated OSI than in the low AR sacs. Future studies will be directed at rigorously
assessing wall remodeling and degradation in the EIAR to evaluate its relevance to humans.
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SUMMARY

We propose a differential geometry based multiscale paradigm for the description and analysis of
aqueous chemical, biological systems, such as protein complex, molecular motors, ion channels,
and PEM fuel cells. Our multiscale paradigm provides a macroscopic continuum description of
the fluid or solvent, a microscopic discrete description of the macromolecule, a differential
geometric formulation of the micro-macro interface, and a mixed micro-macro description of the
electrostatic interaction. In the proposed framework, we have derived four types of governing
equations for different parts of complex systems: fluid dynamics, molecular dynamics,
electrostatic interactions, and surface dynamics. These four types of governing equations are
generalized Navier-Stokes equations, Newton’s equations, generalized Poisson or Poisson—
Boltzmann equations, and hypersurface evolution equations. For systems far from equilibrium,
coupled geometric evolution equations, generalized Navier-Stokes equations, Newton’s
equations, and Poisson—Nernst—Planck (PNP) equations are formulated. For excessively large
chemical and biological systems, we replace the expensive molecular dynamics with a
macroscopic elastic description and develop alternative differential geometry based fluid-electro-
elastic models.

Key Words: Differential geometry based multiscale modeling, lon channels, Proteins,
Solvation analysis, Molecular dynamics.

1. INTRODUCTION

Recently, multiscale modeling and multiscale simulation have emerged as powerful approaches in
physical, biological, mathematical, and engineering sciences. The popularity of these approaches
is driven by the human curiosity and desire to understand the behavior of complex systems, such
as complex fluids, turbulent flows, micro-fluidics, solids, interface problems, structure and fluid
interactions, wave propagation in random media, stochastic processes, and statistically self-
similar problems, to name only a few. In general, multiscale models and methods allow efficient
descriptions of key elements in a physical phenomenon such that the subsequent simulations are
feasible with the current computational capability, and the simulation results offer insights to the
understanding of the phenomenon. The most intriguing and fascinating phenomenon on Earth is
life. Amazingly, life encompasses over more than twenty orders of magnitude in time scales from
electron transfer, proton dislocation, on the scale of femtoseconds to organism lifetimes on the
scale of years; and over ten orders of magnitude in spatial scales from electrons to organisms.
Since life has so many scales in space and time, biology is subdivided into molecular biology,
cellular biology, development biology, evolutionary biology, organismic biology, population
biology, etc., not to mention emerging fields such as systems biology, ecology, and
bioinformatics. Biology at each scale and level collects enormous amount information which can
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easily outrace the theory needed to understand it. Quantitative understanding and theoretical
prediction have emerged as a key discipline in the contemporary biology. Therefore, the
complexity of life and the need for its understanding present an extraordinary opportunity for
multiscale modeling and simulation.

Figure 1: Minimal molecular surfaces (MMSs) constructed by geometric flows and their
application to biomolecular analysis. First row: from left to right, MMSs of diatom, benzene,
C60 and DNA; Bottom row: from left to right, surface electrostatic potential of protein 1b4l,
surface electrostatic potential of protein 451c, MMS of nodamura virus (1nov), and MMS of
toxin pneumolysin virus (2bk1).

2. DIFFERENTIAL GEOMETRY BASED MULTISCALE MODELS

Large chemical and biological systems such as fuel cells, ion channels, molecular motors, and
viruses are of great importance to the scientific community and public health. Typically, these
complex systems in conjunction with their aquatic environment pose a fabulous challenge to
theoretical description, simulation, and prediction. In this work, we propose a differential
geometry based multiscale paradigm to model complex macromolecular systems, and to put
macroscopic and microscopic descriptions on an equal footing. In our approach, the differential
geometry theory of surfaces and geometric measure theory are employed as a natural means to
couple the macroscopic continuum mechanical description of the aquatic environment with the
microscopic discrete atomistic description of the macromolecule. Multiscale free energy
functionals, or multiscale action functionals are constructed as a unified framework to derive the
governing equations for the dynamics of different scales and different descriptions. Two types of
aqueous macromolecular complexes, ones that are near equilibrium and others that are far from
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equilibrium, are considered in our formulations. We show that generalized Navier—Stokes
equations for the fluid dynamics, generalized Poisson equations or generalized Poisson-
Boltzmann equations for electrostatic interactions, and Newton’s equation for the molecular
dynamics can be derived by the least action principle. These equations are coupled through the
continuum-discrete interface whose dynamics is governed by potential driven geometric flows.
Comparison is given to classical descriptions of the fluid and electrostatic interactions without
geometric flow basedmicro-macro interfaces. The detailed balance of forces is emphasized in the
present work. We further extend the proposed multiscale paradigm to micro-macro analysis of
electrohydrodynamics, electrophoresis, fuel cells, and ion channels.We derive generalized
Poisson—-Nernst—Planck equations that are coupled to generalized Navier—Stokes equations for
fluid dynamics, Newton’s equation for molecular dynamics, and potential and surface driving
geometric flows for the micro-macro interface. For excessively large aqueous macromolecular
complexes in chemistry and biology, we further develop differential geometry based multiscale
fluid-electro-elastic models to replace the expensive molecular dynamics description with an
alternative elasticity formulation.
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Figure 2, Results of differential geometry based solvation models. Upper left: Convergence
history of the total energy, volume and area for protein lajj; Upper right: Impact of pressure
to the surface areas indicating the MMS having the smallest surface area for protein 1ajj and
451C; Lower left: The correlation of electrostatic salvation free energies of 8 proteins
between the MFCC-CPCM model and our optimized surface model (OSM); Lower right:
Differences in solvation free energies for 23 proteins between computed with our optimized
surface model (OSM) and our minimal molecular surface (MMS) model.
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3. CONCLUSIONS

This work creates a fundamental paradigm, i.e., a differential geometry based multiscale
variational framework, to address the aforementioned challenges in implicit solvent models and
Poisson—Nernst—Planck (PNP) theories. Though these challenges originate from a large number
of atoms and a variety of interactions in macromolecular systems including the aquatic
environment, the lack of multiscale models to provide an appropriate description of the solvent
has led to the current inadequacy in understanding. Utilizing the differential geometry theory of
surfaces, we formulate a multiscale paradigm that puts the macroscopic description of the solvent
and the microscopic description of solute on an equal footing. We describe the biomolecule in the
atomistic detail and describe the transport properties of the solvent with mechanical variables.
The interface of the macroscopic and microscopic subsystems is naturally described by the
differential geometry theory of surfaces. We set up new free energy functionals for equilibrium
analysis and action functionals for non-equilibrium studies of the solvation process.
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ABSTRACT

Bioreactors simulate the physiological environment required for the development of tissue sub-
stitutes and play an important role in tissue engineering. The bioreactors maintain optimal envi-
ronments for tissue growth by controlling the temperature, pH, and nourishment as in an in-vivo
environment. The major operational difficulty of a bioreactor is maintaining adequate supply of
nourishment to the growing tissue and removal of the waste materials from the scaffold. There-
fore, transfer of nutrients through diffusion from the boundary of the scaffolds limits the size of the
cultured tissue, making it clinically unusable. Hollow fiber membrane bioreactors (HFMB), which
consist of a network of semi-permeable hollow fibers embedded in a porous scaffold, are capable
of overcoming the limitations due to inadequate nutrient transport. In an HFMB the nutrient dif-
fuses through the semi-permeable fiber membrane into the porous scaffold and similarly the waste
materials get transferred into the membrane to be removed at the end of bioreactor. Estimates of
nutrient distributions in HFMB are available primarily for the scaffold region only and does not
consider the fluid-scaffold interactions. In this work, we present a new model for analyzing the
movement of nutrients in a scaffold from the fluid using fluid-biphasic finite element models.

In the first part of this talk, we discuss the finite element framework based on biphasic theory
to study the open fluid domain flow over a porous channel. The model considers open channel-
porous domain as a single continuous domain, with the momentum and mass transfer occurring at
the interface. The nutrient transfer is then studied by incorporating convection-diffusion equations
into the finite element framework. The developed finite element model would be a great tool in
the study of both fluid flows through the porous-open channels as well as optimizing the nutrient
distribution in the HFMB.

In the second part of this talk, a multiscale modeling strategy to estimate the properties of carbon
nanotube polymeric scaffold is discussed. Carbon nanotube polymeric scaffolds for tissue en-
gineering applications have gained attention recently due to the enhanced mechanical properties
of carbon nanotubes. The extremely high mechanical strength of carbon nanotubes is found to
result in a nanofiber capable of withstanding tremendous mechanical stresses. The properties of
these nano-biomaterials can be obtained from various experimental investigations, but a thorough
understanding of the properties and its interactions with the surrounding materials can only be ob-
tained by advanced computational models. The analysis is carried out at the atomistic scale using
MD simulations, and the properties are scaled-up using homogenization schemes. A nonlinear hy-
perelastic material based homogenization is also developed utilizing the experimentally obtained
deformation profile of nanotube systems. The effective property of the nanofiber scaffold is then
incorporated in the finite element model to analyze the influence of the property on the behavior
of HFMB.

Acknowledgement: The authors gratefully acknowledge the support of this research through
Oscar S. Wyatt Endowed Chair funds at Texas A&M University.

23



2nd International Conference on Mathematical and Computational Biomedical Engineering - CMBE2011
March 30 - April 1, 2011, Washington D.C, USA
P. Nithiarasu and R. Lohner (Eds.)

A dimensionally heterogeneous model for the entire cardiovascular
system based integrated with a model of the autonomic nervous system

P. J. Blanco*,** and R. A. Feijoo*,**
*LNCC - National Laboratory for Scientific Computing
**INCT-MACC - National Institute for Science and Technology in Medicine Assisted by
Scientific Computing,
Av. Getilio Vargas 333, Quitandinha, 25651-075, Petrépolis, RJ, Brazil,
E-mail: pjblanco@Incc.br; feij@Incc.br

SUMMARY

In the present work a computational model of the entire closed cardiovascular system (CVS) in-
teracting with the autonomic nervous system (ANS) is developed. In this model the arterial tree is
described by a one dimensional model in order to simulate the propagation phenomena that takes
place at the larger arterial vessels. The inflow and outflow locations of this 1D model are coupled
with proper lumped parameter descriptions (0D model) of the remainder part of the circulatory
system. We incorporate the peripheral circulation in arterioles and capillaries by using a 0D 3-
component Windkessel models. In turn, the whole peripheral circulation converges to the venous
system through the upper and lower parts of the body, for which we set two corresponding major
venous circulation circuits. Then, the right and left heart circulations, as well as the pulmonary
circulation, are accounted by means of OD models. Particularly for the four cardiac valves we em-
ploy a valve model allowing for the regurgitation phenomenon during the valve closing. Finally,
the 0D model of the left ventricle is coupled with the inflow boundary in the 1D model, closing the
system. In addition, we consider the existence of 3D models accounting for the detailed aspects
of blood flow in specific vessels of interest. The resulting CVS model (3D-1D-0D coupled model)
forms a closed loop network capable of taking into account the interaction between the global cir-
culation (1D-0D models) and the local hemodynamics (3D models). Furthermore, a model for the
ANS ensuring the inclusion of the main reflex branches participating in the nervous reflex regula-
tion is also developed. The interaction between the proposed CVS and ANS Models results in a
framework capable to simulate the roles of different underlying mechanisms in the hemodynamics
regulation. Situations of interest are presented showing the capabilities of the model.

Key Words: closed-loop system, dimensionally-heterogeneous models, multi-scale analysis, au-
tonomic nervous system, baroreflex regulation.

1 INTRODUCTION

Our aim in this work is to develop a computational model of the entire closed-loop of the CVS
integrated with a model for the ANS in such a way that changes in the physiological state of
the CVS will activate short-term control mechanisms which play a leading role in maintaining
hemodynamics state levels through regulation of total blood volume, heart rate, vascular tone,
among others.
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Figure 1: Scheme of the 1D-0D closed-loop model with a 3D patient-specific aneurism embedded
in it.

2 THE MODEL FOR THE CARDIOVASCULAR SYSTEM

A computational model of the entire cardiovascular system is established accounting for specific
vessels, systemic arteries, systemic veins, pulmonary and heart circulation and real valve function-
ing. In this context we perform the integration of different levels of circulation. This approach is
usually recognized as multiscale modeling of the cardiovascular system. Following [1, 5] the ar-
terial tree is described by a one dimensional model with 128 arterial segments in order to simulate
the propagation phenomena that takes place at the larger arterial vessels. The inflow and outflow
locations of this 1D model are coupled with proper lumped parameter descriptions (0D model) of
the remainder part of the circulatory system. At each outflow point we incorporate the peripheral
circulation in arterioles and capillaries by using a 0D three-component Windkessel model (see
[12]). The whole peripheral circulation converges to the venous system through the upper and
lower parts of the body (superior and inferior vena cava), with corresponding 0D models for such
parts (in the spirit of [9]). Then, the right and left heart circulation, as well as the pulmonary
circulation, are also accounted for by means of 0D models. Particularly we point out the modeling
of the four heart valves, which is carried out by using a non-linear model which allows for the
regurgitation phase during the valve closing according to [6]. Finally, the 0D model of the left
ventricle is coupled with the inflow boundary in the 1D model, closing the cardiovascular loop.
The entire 0D model which performs the coupling between the outflow and inflow in the arterial
tree consists of 14 compartments. Furthermore and following [2, 13], we can consider the exis-
tence of 3D models accounting for the detailed aspects of blood flow in specific vessels of interest
(see Figure 1).

The resultant integrated model (OD-1D-3D coupled model) forms a closed loop network that ac-
counts for the interaction between the global circulation (0D-1D Models) and the local hemody-
namics (3D models). Summing up, this is carried out by putting together the following mathemati-
cal representations: (i)1D Models for the larger systemic arteries; (ii) 0D Models (R - C windkessel
models) for the arterioles and capillaries; (iii) 0D Models (R - L - C models) for venules and veins
to model the upper and lower body parts; (iv) 0D Models (R - L - C models) for inferior and su-
perior vena cava, pulmonary veins and pulmonary arteries; (v) 0D models (elastance models) for
each of the four heart chambers; (vi) 0D Models (non-linear non-ideal diode models) to approx-
imate the behavior of the tricuspid, pulmonary, mitral and aortic valves; and (vii) 3D Models for
the specific vessels of interest. The whole model with all the elements is presented in Figure 1.
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3 A MODEL FOR THE AUTONOMIC NERVOUS SYSTEM

Despite the fact that the mechanisms by which the ANS works still remain incompletely under-
stood, for modeling purposes it is usually divided it into four functional compartments. Our model
is based on several models proposed in the literature in particular: (i) the model proposed by Ursino
[14], (i1) Olufsen et al. [10] and (iii) Liang et al. [8] and includes the receptors at the afferent end,
the CNS, the effectors responsive to control signals, and the sympathetic and parasympathetic
nerves.

4 NUMERICAL SIMULATIONS

In the context introduced in the previous paragraphs, this work presents a computational model
of the entire CVS integrated with a model of the ANS borrowing the most important features of
the different models available in the literature. Thus, this integrative model has more descriptive
capabilities than the models currently available in the literature.

The parameters used in the 1D-0D model have been assigned or estimated based on the data
reported in [3, 4, 7, 8-11, 15]. The values of the parameters used in model for the peripheral
circulation, the heart model and model of the cardiac valves are based on the data reported in [3,
4, 9]. The parameters used in the 1D model of the arterial tree and those corresponding to the
Windkessel elements that account for the arterioles and capillaries has been built according to the
guidelines given in [1,12]. The parameters for the ANS have been also estimated based on data
reported in [8, 10, 14].

The numerical approximation of the model for the arterial tree network, eventually with an embed-
ded 3D model, is carried out as in [2, 13]. The discretization of the 0D models is done following
a second order Crank-Nicolson method combined with fixed point iterations for dealing with the
non-differentiable non-linearity of the valve models.

In particular, in Figure 2 and Figure 3 show the behavior of the 1D-0D entire model described in
this work and the pressure and flow rate at the proximal coupling interface of the patient-specific
aneurism embedded in it.

Figure 2: Results throughout the entire 1D-0D cardiovascular model.
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Figure 3: Pressure and flow rate at the proximal coupling interface.
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SUMMARY

We are interested in the application of reduced order modeling by proper orthogonal decomposi-
tion (POD) in two different aspects of the modeling of the cardiovascular system.

The first application deals with blood flows. We will present a method which combines atlas-based
techniques and model reduction approaches in order to perform faster patient-specific simulations,
based on prior simulations on an average anatomy [1].

We will also consider an application in cardiac electrophysiology. We will show how reduced
order modeling can be combined with evolutionary algorithms in order to estimate, from an elec-
trocardiograms, the parameters of a model of the electrical activity of the heart.
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SUMMARY

This talk introduces the G space theory and some of the weakened weak (W2) formulations for
solving mechanics problems in bio-systems, considering large deformation in soft bio-tissues
submerged in fluids. Important properties and inequalities for G spaces are proven, leading to the
so-called weakened weak (W2) formulations that guarantee stable and convergent solutions.
Bound properties of the W2 formulations will also be discussed. Examples of red-blood-cells
traveling in micro-veins will be simulated using a typical W2 method: edge-based smoothed
finite element method or ES-FEM that works well with triangular/tetrahedral mesh and less
sensitive to mesh quality and much more efficient computationally compared to the standard
FEM.

Key Words: G space theory, W2 formulation, solution bounds, Blood flow, S-FEM.

1. INTRODUCTION

Bio-systems are extremely sophisticated in nature. Computer modelling for such systems is a
must for studying and examining the behaviour of the systems, diagnostics, healthy monitoring,
and “engineering” illness treatments and prevention. The necessary requirements for an effective
computational method have now become stability, convergence, automation, solution
certification, adaptation, highly efficient and even real-time computation. This talk introduces a G
space theory [1]-[4] and some of the weakened weak (W2) formulations [3][4] for solving
mechanics problems in bio-systems with extremely large deformation in soft bio-tissues
submerged in fluids.

2. The Theory

The G space theory is a relatively new theory in functional analysis of mechanics problems. The
theory allows the use of a class of discontinuous functions in creating computational methods. It
is a basic theory for a unified formulation of a wide class of compatible and incompatible
methods based on FEM [5] and meshfree settings [6][7]. Important properties and inequalities for
G spaces are proven, leading to the so-called weakened weak (W2) formulation that guarantees
stable and convergent solutions. We then present some possible W2 models that meet all these
challenges: 1) linearly conformability ensuring the stability and convergence; 2) softening effects
leading to certified solutions [13][14] and real-time computational models; 3) insensitivity to the
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quality of mesh allowing effective uses of triangular/tetrahedral meshes best suited for automatic
adaptive analyses.

3. Applications

A large number of benchmarking examples and practical examples will be presented to examine
the theory and various numerical models, including material behaviour at various extreme
situations, dynamic behaviour and interactions of red blood cells, inverse identification of
material properties and cracks in engineering structural systems, and integrity assessment of
dental implant systems via inverse analysis with real-time computation. Examples of red-blood-
cells traveling in micro-veins will be simulated using a typical W2 method, smoothed finite
element method [9]-[12]. Figure 1 show a simulated result of a snapshot of an army of 5 Red
blood cells travelling in a simulated micro-vein. The details for fluid-structure interaction
problems using the S-FEM are given in [15].

Figure 1. A snapshot of an army of 5 Red blood cells travelling in a simulated micro-vein.

4. CONCLUSIONS

The W2 methods offer a class of effective methods for solving mechanics problems in bio-
systems, considering large deformation in soft bio-tissues submerged in fluids. These methods are
found working well with triangular/tetrahedral mesh and less sensitive to mesh quality and much
more efficient computationally compared to the standard FEM.
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SUMMARY

Characterizing aneurysm properties in vivo presents a tremendous challenge. Aside from the lim-
itation of image resolution, a pressing issue is that the pulsation data do not expose the stress-free
geometry. This is compounded by the nonlinearity, anisotropy, and heterogeneity of the constitu-
tive behavior. Recently, the authors proposed a pointwise approach for characterizing thin tissues
and tested the applicability numerically in cerebral aneurysm, under the assumption that the stress
geometry is known. This article further evaluates the feasibility for the case of unknown stress-free
geometry. An image-based aneurysm sac is considered. The wall tissue is described as nonlin-
ear anisotropic hyperelastic material with spatially varying parameters. Forward finite element
simulation is conducted to generate a series of deformed configurations between the diastolic and
the systolic pressures. Taking these mesh data as input, the material properties are identified to-
gether with the zero-stress geometry using the pointwise method. The recovered parameters are in
good agreement with their reference values. The predictability of the identified model is evaluated
through a forward analysis at an elevated pressure; the nodal displacement deviation is found to
be within0.6% over the entire mesh.

Key Words: Cerebral aneurysms, tissue property, pointwise method, in vivo identification.

1 INTRODUCTION

The elastic property of the aneurysm wall is fundamental for understanding the mechanical be-
havior the lesion, and is a biomarker for vascular tissue fragility. A possible approach for charac-
terizing vascular tissues, although not feasible presently due to the limitation of image resolution.
is to assess the wall properties non-invasively from in vivo pulsation data and blood pressure
measurement. Hopefully, the advent of imaging technology and/or image registration method will
eventually provide sufficiently accurate image data for this inverse problem. Aside from the image
limitations, there are several obstacles on the mechanics side that can also hamper this approach.
The first one relates to the fact that the visible wall motion, which corresponds to pulsation be-
tween the diastolic and the systolic pressures, does not expose the stress-free geometry of the
lesion. To characterize the tissue properties requires one to take into account of the unknown
stress-free geometry. Another difficulty lies in material heterogeneity. The elastic properties of
the wall tissue normally varies spatially due to the difference in growth and remodeling history
and pathological condition. In the traditional optimization-based approaches, the parameters over
the entire sac must be optimized simultaneously. This can easily leads to prohibitively expensive
computations and lack of algorithmic robustness.
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Recently, the authors developed a pointwise identificatiornatkto address heterogeneous prop-
erties [1]. In [2], a numerical study was conducted to examine this method in the context of
aneurysm identification. An imaged-based sac was considered. The wall tissue was described by
the nonlinear structural model by Kroon et al. [4]. We used simulated wall motion to inversely
characterize the property maps. The novelty of the pointwise method lies in that the stress compu-
tation and parameter identification are un-coupled. The stress data were acquired independently of
the material parameters in question. The optimization problem is formulated individually at each
materials point and solved independently. The number of parameters for optimization is fixed.

This pointwise approach provides a suitable framework for dealing with unknown reference ge-
ometries, at least in theory. As is well-understood in classical mechanics, the stress-free config-
uration of an elastic body is a local concept, because the stress at a material point depends only
on the local motion in the vicinity of that point. As such, it is possible to represent the stress-free
configuration pointwisely with appropriate geometric parameters [3]. For a thin membrane, the
local stress free configuration can be represented by surface metric tensor containing three param-
eters. The geometric parameters have distinctly different pattern of influence in comparing to the
elasticity parameters, and therefore it is possible to identify them together with the elasticity pa-
rameters. In the pointwise approach, this amounts to adding three parameters in the optimization
problem, which should be readily handled. In this study, we report a numerical test on a nonlinear
anisotropic heterogeneous aneurysm model.

2 METHOD AND RESULTS

Kinematics

The aneurysm wall is described as an elastic membrane, and the convected surface coordinate
setting in [1, Part I] is followed. With respect to the surface coordinate system, the Cauchy-Green
deformation tensor is written as

C = gapG* ® G”. (1)
The meanings of various quantities are described in [1]. This tensor is regarded as a metric tensor
that describes the deformed geometry, as the fundamentaldetm:= dX - CdX characterizes
the deformed length of a reference line elemé&Xit The reference configuration is an accessible
configuration between the diastolic and the systolic configurations, therefore pre-strained, and the
Euclidean geometry does not describe the undistorted (natural) geometry. We assume that at every
material point there is a metric tensé¥ describing the natural geometry, in the sense that the
fundamental formlS? = dX - &dX characterizes the undistorted length of the line elergnt
In the surface coordinate systeg,admits the form

G =6,5G*® GP. 2
The change of local geometry from the natural to the deformed state is completely described by
the tensor€C and@. The square stretch of a line element alone the dired¥as given by
- M5 V" @
- N°Gs, N7’
The strain invariantg, andi,, which measure respectively the average square-stretches of all line
elements emanating at a point and the square of the area ratio. are found to be

_ det [goeﬁ]
= det[Gas] @

Therefore, any constitutive equations represented as functioRs Bf, and line stretches can be
readily expressed as functions@f & and a family of fiber directiongdN;.

)\2
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Constitutive model

We uilize the aneurysmal tissue model proposed by Kroon and Holzapfel [4] to describe the wall
elasticity. The strain energy function of this model is
8

w = Z g—i (expla(A] — 1)) — 1). (5)
I=1

The stress component®® are given by

8
k -1
It =3 Feap[a(¥f — 12 (0F - 1) (NfGs, N7 ) NN, (©)
=1
The model assumes that there are eight families of collagen fibers for whane the correspond-
. . _ N%gagN? . L
ing stretches, computed accordmg)t})_ W where Ny is the direction vector of théth

fiber. k;, I = 1,2,...,8, define the fiber stiffness of these fibe#sis a dimensionless material
constant. Itis further assumed that the fiber stiffiigsare functions of two elastic parametdr's

and E5 which designate the tissue stiffness in the material’s principal symmetry directions. Once
FE, and E, are given, the fiber stiffness parameters are determined.

Numerical experiments

The sac in Figure 1 was considered. Forward finite element analysis was conducted to g&nerate
configurations uniformly placed betwe&f mmH g (diastolic) and160 mm H g (systolic) pres-

sures, using an assumed property distribution. The elasticity parameters were carefully selected
to ensure that strains relative to the diastolic configurationl & &%, which is consistent with

the reported physiological range. The paramefgrand > and the principal fiber direction were
prescribed to vary continuously across the sac. Two patterns of variation were considered, one has
a linearly decreasing stiffness from the neck to the dome, and the other contains a weaker region
in the dome. Inverse stress analysis [5] was applied individually to each of the pressurized con-
figuration to compute the wall stresses. The diastolic state was taken as the reference, relative to
which the deformation tensd& were computed. The reference configuration was endowed with

an unknown metric tensor, represented by three paramétgrs®-., and &5 at every Gauss

point. The stress function (6), containing the material paraméigrd,, a, the angle® of the
principal fiber direction, and the metric parametérs, .0, B12, were fitted pointwisely to the
inversely computed stress data at every Gauss point. A sequential quadratic programming software
(SNOPT) was utilized to solve the optimization problem.

Table 1 presents the means and standard deviations of the pointwise percentage difference between
the identified and the prescribed parameter values. The means are led$tlianthe major
parameters. The metric compona®if, are close to zero and therefore there relative error are
larger ¢ 100% for most points). However, the error norm &f (the last column in Table 1)
remains small, indicating that the seemingly lae error is in fact immaterial. A forward
verification was also conducted to predict the deformed configuratidfiCainm H g using the
identified material model. A comparison to the the predictions of the prescribed model shows that
the nodal displacement differences are withié%.

3 CONCLUSIONS

We tested the feasibility of identifying heterogeneous aneurysms properties without knowing the
stress-free configuration. The stress-free configuration was represented locally by three parame-
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Figure 1: The aneurysm sac considered in this study.

TaHe 1: Mean, standard deviation, minimum and maximum of the identification error.

Err(Ey) Err(E2) Err(a)  Emr(®11) Ermr(®22) Err(|&])
Mean (%)| 1.64 2.21 3.86 0.10 0.09 0.056
SD (%) 1.45 1.66 4.73 0.095 0.074 0.05
Min (%) | 1.43E-3 1.95E-3 2.65E-3 6.16E-5 9.57E-5 1.37E-4
Max (%) | 11.04 15.09 24.51 0.86 0.74 0.395

ters, which were inversely identified together with the unknomaterial parameters. The numer-
ical experiment demonstrated the effectiveness of this method.
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SUMMARY

We construct one-dimensional sets known as vortex corelines for computational fluid dynamic
(CFD) simulations of blood flow in patient specific cerebral aneurysm models. These sets identify
centers of swirling blood flow that may play an important role in the biological mechanisms
causing aneurysm growth, rupture, and thrombosis. We highlight three specific applications in
which vortex corelines are used to assess flow complexity and stability in cerebral aneurysms,
validate numerical models against PIVV-based experimental data, and analyze the effects of flow
diverting devices used to treat intracranial aneurysms.

Key Words: cerebral aneurysm, hemodynamics, vortex coreline detection.

1. INTRODUCTION

Blood flows in cerebral aneurysms are characterized by three-dimensional rotating flow
structures. It has been speculated that swirling flows play an important role in the mechanisms
governing the natural history of intracranial aneurysm and their thrombosis. These flow structures
are identified through the use of vortex corelines; one-dimensional sets that pass through centers
of swirling flow. In this work we study the effects of swirling flow by using vortex corelines in
three strategic areas of research; assessing the risk of aneurysm rupture, treatment with flow
diverters, and validation against experimental data.

Our risk assessment study uses vortex corelines as a way to characterize blood flow patterns and
look for signatures of swirling flow that could be linked to aneurysmal growth, bleb formation, or
rupture. In our treatment study, we use vortex corelines to identify vortical structures in the
aneurysm before and after the deployment of flow diverting stents. Analyzing changes in the flow
structure is important for understanding the long term effects of flow diverting devices since
thrombus formation and organization are thought to be related to flow stasis and recirculation
within the aneurysm sac [1]. Our validation study uses vortex corelines to compare the large-scale
flow structures generated by computational fluid dynamic (CFD) simulations to those generated
by experimental in vitro particle image velocimetry (PIV) data.

2. METHODS

Vortex corelines are defined in this work by the locus of points that satisfy the two following
equivalent properties [2, 3]: (1) the velocity and acceleration vectors are parallel, and (2) the
instantaneous streamline curvature is zero. Mathematically, these conditions can be expressed in
the form of an eigenvalue equation:

U-u=Au Q)
that is satisfied by points in the computational domain where the velocity vector u is an
eigenvector of the velocity gradient tensor U. Corelines are computed algorithmically in the
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computational domain using the eigenvector method of Sujudi and Haimes [4]. For each

tetrahedral element, the following steps are applied:

= Compute and diagonalize the Jacobian matrix for the host element.

= Verify that the eigenvalue spectrum consists of one real eigenvalue and a pair of complex
conjugate eigenvalues. If this condition is not satisfied, skip to the next element.

= Form a reduced velocity vector w at each node in the element by subtracting the components
of the velocity that point along the eigenvector associated with the real eigenvalue &. The
reduced velocity can then be expressed as: W=U—(U- &) &x

= For each face on the element, use linear interpolation to determine if there is a point on that

face where the reduced velocity is zero. If two faces are found to have a zero point, the
element is marked to contain a coreline segment.

This procedure is used to construct vortex core lines in a variety of patient-specific cerebral
aneurysm geometries derived from 3D medical images and physiologic flow conditions.

RESULTS

Characterization of Cerebral Aneurysm Blood Flow Patterns

The first application illustrates the use of vortex corelines for characterizing blood flow patterns
in cerebral aneurysms. Previous studies have suggested that the flow pattern complexity and
stability may be associated with aneurysmal rupture [5]. Flow patterns were classified as simple if
they contained one main vortex structure and complex if they had more than one vortex. If the
vortex structures remained stationary and were not created or destroyed during the cardiac cycle
the flow pattern was classified as stable, otherwise as unstable. This analysis was done by
inspection of flow visualizations created using streamlines. The use of vortex corelines can
greatly aid this flow analysis and categorization. Two examples are presented in Figure 1.

Figure 1: Examples of aneurysms with different flow structures. Top row: streamline visualizations.
Bottom row: vortex corelines visualizations. Left column: aneurysm with simple/unstable flow pattern at
peak systole. Center column: aneurysm with simple/unstable flow pattern at end diastole. Right column:
complex/unstable flow pattern at peak systole.

40



The first example corresponds to an aneurysm at the middle cerebral artery bifurcation previously
classified as having a simple/unstable flow pattern. Visualizations of vortex corelines indicate
that there is only one major vortex and that the centreline of this vortex bends during the cardiac
cycle. This is consistent with the previous characterization that classified this flow structure as
simple/unstable. The second example corresponds to a large aneurysm in the internal carotid
artery with a flow pattern previously classified as complex/unstable. Visualization of vortex
corelines reveals several vortical structures within the aneurysm. Specifically, we observed that a
swirling flow jet enters the aneurysm at the proximal end of the neck, recirculates inside the
aneurysm in a complex manner and exits the aneurysm at the distal end of the neck. We also
observed a strong secondary flow in the distal portion of the aneurysm orifice and parent artery.
Additionally, a small vortex coreline is detected near a small bleb demonstrating a counter current
recirculation that takes place inside the bleb.

Comparison of CFD and PIV Cerebral Aneurysm Models

The second application illustrates the use of vortex corelines for comparing flow structures
obtained using computational fluid dynamics (CFD) and in vitro particle image velocimetry (P1V)
models of a cerebral aneurysm constructed from CTA image data [6]. After building a 3D vector
field from orthogonal 2D sets of PIV measurements and interpolating to a common grid, the CFD
and PIV fields were visualized using streamlines (Figure 2 left and center) and vortex corelines
(Figure 2 right). These visualizations show that, despite differences observed mainly near the
aneurysm wall, the CFD and PIV data provide a consistent description of the intra-aneurysmal
flow structures. In this particular aneurysm the flow enters at the distal part of the neck,
recirculates around a single main vortex structure and swirls into the two daughter vessels.

Figure 2: Comparison of flow structures obtained with CFD and PIV models of a growing cerebral
aneurysm. Left to right: CFD streamlines, PIV streamlines, CFD (white) and PIV (red) vortex corelines.

Analysis of Effects of Flow Diverting Devices

The final application illustrates the use of vortex corelines for analyzing blood flows before and
after treatment of intracranial aneurysm with flow diverting devices. Figure 3 presents results for
a giant cerebral aneurysm treated solely with flow diverting stents. These visualizations show that
before stenting a swirling stream of blood flows into the aneurysm through the proximal part of
the aneurysm orifice, then recirculates around a large vortex, and exits the aneurysm at the distal
end of the orifice in a swirling manner. After stenting, the intra-aneurysmal flow velocity is
reduced. It can also be seen that the swirling of the inflow and outflow streams have been
eliminated. In other words, the flow patterns in the inflow and outflow regions (and the distal
parent artery) have been made parallel. Additionally, the visualizations demonstrate a small shift
of the main vortex structure within the aneurysm. These observations may be important for
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further understanding the thrombosis processes (and thrombus organization) induced by the
implantation of this type of devices.

. ) 'A‘I.ﬁ.
Figure 3: Comparison of flow structures in a giant cerebral aneurysm before and after treatment with a
flow diverting stent. Left to right: streamlines before treatment, vortex corelines before treatment,
streamlines after treatment, vortex corelines after treatment.

3. CONCLUSIONS

We have successfully computed one-dimensional sets called vortex corelines that identify
swirling blood flow in experimental and computational models based on patient-specific vascular
geometries and physiologic flows conditions. Vortex corelines provide a powerful tool that
simplifies the analysis of complex hemodynamics in cerebral aneurysms. We have illustrated this
point in three diverse applications; (1) characterization of blood flow patterns in order to study
aneurysm evolution and rupture, (2) comparison of blood flow structures in pre- and post-stented
aneurysm models for understanding the processes of thrombosis and aneurysmal occlusion, and
(3) comparison of large-scale flow structures between computational and experimental models of
intracranial aneurysm hemodynamics.
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SUMMARY

We present a novel fluid-solid-growth computational framework for the evolution of sidewall sac-
cular cerebral aneurysms on physiological sections of cerebral vasculature. Sidewall saccular
aneurysms are identified from clinical imaging data. The vasculature is segmented and centrelines
generated. The section of vasculature that contains the aneurysm is removed and replaced with a
cylindrical section, hereon referred to aseurysmal section; this simulates an idealised section

of healthy artery prior to formation of the aneurysm. Tdmeurysmal section utilises a realistic
constitutive model of the arterial wall [1] that accounts for the structural arrangement of collagen
fibres in the medial and adventitial layers, the natural reference configurations in which the colla-
gen fibres are recruited to load bearing and the mass of the elastinous and collagenous constituents.
It is reconnected to the upstream and downstream sections of the vasculature using an automated
algorithmic method [2]: boundary curves propogate along a centreline to smoothly morph the sur-
face sections together. Integrating the aneurysmal section within a realistic vasculature geometry
enables growth and remodelling to be explicitly linked to physiologically realistic haemodynamic
stimuli. In addition, a quasi-static analysis is employed to obtain the geometry of the aneurysmal
section at systolic and diastolic pressures, enabling growth and remodelling (G&R) to be explicitly
linked to the magnitude of the cyclic stretches of cells. Initially, the degradation of elastin is pre-
scribed to create a small outpouching of the computational domain and perturb the haemodynamic
environment [3]. Subsequent elastin degradation is linked to low WSS in a localised region of the
computational domain [4], whilst the collagen fabric adapts to restore its strain to the homeostatic
value. To our knowledge, this is the first patient-specific model of cerebral aneurysm evolution
that incorporates a realistic constitutive model of the arterial wall and explicitly links G&R to
pulsatile mechanical stimuli. It will provide the basis for further investigating and elucidating the
aetiology of the disease.

Key Words: cerebral aneurysm, mechanobiology, growth and remodelling, wall shear stress,
cyclic stretch

1 INTRODUCTION

Intracranial aneurysms appear as sac-like outpouchings of the cerebral vasculature wall; inflated
by the pressure of the blood that fills them. They are relatively common and affect up to 5% of the

adult population. Fortunately, most remain asymptomatic. However, there is a small but inherent
risk of rupture: 0.1% to 1% of detected aneurysms rupture every year. If subarachnoid haemor-
rhage does occur there is a 30% to 50% chance of fatality. Consequently, if an aneurysm is de-
tected, clinical intervention may be deemed appropriate. Therapy is currently aimed at pre-rupture
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Figure 1: (a) Clinical MRI data is automatically segmented using @neufuse softwaseal
sidewall saccular aneurysm developing on the right internal carotid artery is identified. (b) Bound-
ary conditions for the haemodynamic computational domain. The original aneurysm has been
removed and replaced with a short cylindrical section which is then reconnected to the vascula-
ture. It is on this section that aneurysm evolution is simulated.

detection and preventative treatment. However, interventional procedures are not without risk to
the patient. Relatively recent developments in imaging technology have led to new healthcare
policies in terms of application of medical imaging modalities. This trend has led to a dramatic
increase in the number of coincidentally detected asymptomatic cerebral aneurysms. Moreover,
there has been an increase in the number of cases where intervention is deemed necessary, in
spite of the lack of robustly founded rupture risk indicators. The improvement and optimisation

of interventional techniques is an important concern for patient welfare and is necessary for ra-
tionalisation of healthcare priorities. Hence there is a need to develop methodologies to assist in
identifying those ICAs most at risk of rupture. Biomechanics has an essential role to play in this
respect. It offers the potential for computational tools to assist clinical diagnostic procedures.

2 Fluid-Structure-Growth Computational Framework

We propose a novel Fluid-Structure-Growth computational framework for modelling ICA evolu-
tion. Sidewall saccular aneurysms are identified from clinical imaging data (see (Fig. 1(a))). The
data is automatically segmented and centrelines are created through the vasculature. The section
of vasculature that contains the aneurysm is removed and replaced with a cylindrical section (see
(Fig. 1(b))), hereon referred to as aneurysmal section, to represent an idealised section of healthy
artery on which the aneurysm develops. The aneurysmal section utilises a realistic constitutive
model of the arterial wall that accounts for the structural arrangement of collagen fibres in the
medial and adventitial layers, the natural reference configurations in which the collagen fibres are
recruited to load bearing and the mass of the elastin and collagenous constituents ftiedrgs

mal section is then reconnected to the upstream and downstream sections of the vasculature using
an automated algorithmic method [2]: boundary curves propogate along a centreline to smoothly
morph the surface sections together.

Figure 2 illustrates the computational methodology. The computational modelling cycle begins
with a structural analysis of the aneurysmal section to solve the equilibrium deformation field for
given pressure and boundary conditions. The structural analysis quantifies the stress and stretch,
and the cyclic deformation, of the ECM components and the cells (each of which may have dif-
ferent natural reference configurations). The (systolic) geometry of the aneurysmal section is
exported to be prepared for haemodynamic analysis. To achieve physiologically realistic flow in
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Figure 2: Fluid-Solid-Growth computational framework for modelling aneurysotugion.

the region where the aneurysm develops, the aneurysm geometry is integrated into a physiolog-
ical geometrical domain, which is then automatically meshed with ANSYS ICEM (ANSYS Inc,
Canonsburg, PA) ; physiological flow rate and pressure boundary conditions are applied. The
flow is solved with ANSYS CFX assuming rigid boundaries for the haemodynamic domain. The
haemodynamic quantities of interest, for example, WSS, WSSG are then exported and interpo-
lated onto the nodes of the structural mesh: each node of the structural mesh contains information
regarding the mechanical stimuli obtained from the haemodynamic and structural analyses. G&R
algorithms simulate cells responding to the mechancial stimuli and adapting the tissue: the consti-
tutive model of the aneurysmal tissue is updated. The structural analysis is executed to calculate
the new equilbrium deformation fields. The updated geometry is exported for haemodynamic
analysis. The cycle continues and as the tissue adapts an ICA evolves.

Initially, the degradation of elastin is prescribed to create a small outpouching of the computa-
tional domain to perturb the haemodynamic environment [3]. Subsequent elastin degradation is
then linked to low WSS in this localised region of the computational domain [4], whilst the col-
lagen fabric adapts (throughout the arterial domain) to restore its strain to the homeostatic value.
The evolving geometry alters the spatial distribution of haemodynamic stimuli that act on the en-
dothelial layer of the artery. Figure 3 illustrates the WSS, WSSG and pressure distributions on
the arterial domain following the development of a sidewall saccular aneurysm. Elevated regions
of WSS/WSSG are observed distal to the aneurysm and close to the bifurcation. The variation in
pressure is negligible over the aneurysm region.
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Figure 3: WSS, WSS spatial gradients and pressure distributions followingvtihveement of

a model of an ICA on patient-specific vasculature. Patient-specific inlets and outlet geometries
yield physiologically realistic haemodynamics within the aneurysmal region. Consequently, the
haemodynamic stimuli that are incorporated into the G&R algorithms have realistic magnitudes
and spatial distributions.

3 CONCLUSIONS

We propose a novel FSG computational framework for the evolution of sidewall saccular aneurysms
on physiological sections of vasculature. This approach enables growth and remodelling to be ex-
plicitly linked to physiologically realistic mechanical stimuli. Computational models provide an
ideal basis to explore hypotheses for how ICAs form and evolve and have the potential to yield in-
sight into the aetiology of the disease. The long term objective is that such models may ultimately
have diagnostic application, for example, patient -specific stress analysis and prediction of future
growth/rupture. In the shorter term however, they present us with excellent in silico testbeds for
theory and hypothesis evaluation.
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SUMMARY

The cerebral aneurysms are caused by the degeneration of blood vessel wall, which is initiated by
hemodynamic forces, particularly wall shear stresses. Therefore it is important to simulate the
blood flow and the blood vessel wall as well as the interaction between them. In order to achieve
a realistic in-vivo simulation, modeling of appropriate boundary conditions is a crucial issue. The
aim of the present research is to develop a numerical simulation system, which considers the
interaction between the blood flow and the blood vessel wall of the cerebral aneurysm using finite
element method, as well as the effect of the peripheral vessels network of the cerebral arteries.
The peripheral vessels network was modeled using coupling multi-scale model of 1D and STI
(Structure Impedance Model), and then applied as outflow boundary condition to the 3D
simulation of patient specific model.

Key Words: Fluid-structure interaction, Middle cerebral aneurism, Multi-scale model

1. INTRODUCTION

The formation and growth of cerebral aneurysm depends on hemodynamic factors such as WSS
(Wall Shear Stress) or blood pressure induced by blood flow[1]. The WSS is known as one of the
mechanical forces induced by blood flow causing damages on endothelial cells, which leads to
degeneration of blood vessels. Therefore it is important to obtain information on the location and
the magnitude of local high and low shear stresses to be able to predict consequences.

The hemodynamic simulation combined with medical images can estimate WSS as well as flow
features quantitatively, in a patient-specific manner, if an appropriate initial- and boundary
conditions are estimated. Especially the fluid-structure interaction simulation is very sensitive
regarding those conditions. The peripheral vessels network of cerebral artery, including the small
arteries and the arterioles, plays an important role in determining the outflow pressure of the
middle cerebral artery. Since this network cannot be resolved by medical images, it is necessary
to develop a numerical model that predicts the effect of the peripheral network on the 3D outflow
boundary.

Based on models introduced by Olufsen et al[2], the peripheral network is modeled as the binary
symmetric tree attached to the outlet of the 3D model as shown in Fig.1. The small arteries are
modeled using 1D model, whereas the arterioles or one smaller than 100pm down to 5 pm are
modeled using STT model.
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This paper aims to develop a multi-scale model (1D - STI) for the cerebral peripheral network,
and is applied as an outflow boundary condition for a 3D model of the middle cerebral artery.
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Fig.1 Schematic illustration of the multi-scale outflow boundary model.

2. NUMERICAL MEHTOD

2.1 1D model:

The small peripheral arteries, with diameters ranging approximately down to 0.1 mm, are
modeled using 1D model[3]. Predicting blood flow and pressure, for the small arteries, requires
three equations. Two equations ensure conservation of volume and momentum:

o (q) o, = 4 ( 0 J
22 L AA T —smd
x| A 6t3A+pAo v
The equation of the relationship between the pressure and the area is given by

p(x,t)—pﬁ“”‘[l- ”b] )

3, A

where q is the flow-rate, A is the cross sectional area, p is the pressure, p is the density, v is
dynamic viscosity, E is Young's modulus, h is the wall thickness and ry is the initial radius.

The compliance of the blood vessel is modeled using he following formula[4]
E—h =k, exp(k,r, )+k, (3)

0

where k; =2.0x10° kg/(sec’ m), k, =-2.253x10° m™, and k; = 8.65x10" kg/(sec’ m) are constants.

The 1D model tree was assumed to be bifurcating symmetrically until it reaches the threshold of
approximately 0.1mm in diameter. Since the diameter becomes smaller than 0.1 mm, the vessels
tend to become rigid, the STI model is used to make the entire simulation efficient.

2.2 STI model
The arterioles, with diameters ranging from approximately 0.1 mm to Spm, are modeled using
the structure tree impedance model. An expression for the impedance in the frequency domain at
the root of the STI model was derived using a semi-analytical approach based on a linearized
version of the governing equations. Using the analogy from electrical circuit, the pressure-drop
relationship of the STI model can be related to the flow rate in the frequency domain as follows
P(x @)= Z(x ©)Qx o) “4)
where Z(x,m) is the impedance at the root of the STI model transferring this relation to the time
domain yields the outflow boundary of the 1D model.
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The STI model, also, was assumed to be bifurcating symmetrically until it reaches the threshold
diameter (approximately Sum).

The non-Newtonian effect of the blood was taken in account in this model. Hematocrits of the
blood decreases as the diameter of blood vessel become smaller than 300um|[5]. Pries suggested,
the apparent viscosity of the blood can be directly written as a function of the hematocrit and the
diameter of the vessel[6].

2.3 3D FSI simulation
The present FSI simulation is based on finite element ALE (Arbitrary Lagrangian-Eulerian)
method using strong coupling method. The governing equations for the fluid part consist of the
following continuity and Navier-Stokes equations:

V-u=0 (5)

pf(%+U-Vuj+V~af+p‘f:0 (6)
where u is the velocity, Tis the relative velocity. p " is the density of the fluid. And o " is

expressed as follows:
o' =—Pl + Zyg(u) (7)

g(u):%(vM(vU)T) (8)

here P is pressure, andp is the viscous coefficient.

The structure analysis deals with the following equilibrium equation;

s ©)

where v is displacement and p°®is the density of the structure.

High order Mooney-Rivlin model is used to fit an experimentally-derived stress-strain curve for
the arterial wall. The blood is considered to be incompressible and Newtonian with kinematic
viscosity 4.06x107 Pa.sec and density 1000 kg/sec’.

From the medical data of a 49 year-old patient, a 3D geometry of the middle cerebral artery with
the aneurism is extracted by our in-house program as shown in Fig.2.

Fig.3. 3D model of middle cerebral aneurysm

Ultrasound Doppler-measured velocity profile is used as the inflow boundary condition at the
inlet of the 3D model. The outflow pressure boundary is modeled using the multi-scale model,
which predicts the pressure at the outlets of the middle cerebral artery, taking in account the
effect of the peripheral vessels network.
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3. CONCLUSIONS

In order to investigate the effects of Newtonian versus non-Newtonian blood flow in the STI
model, the simulation has been conducted for 2 cases with different types of viscosity models: 1)
Newtonian and 2) non=Newtonian.

Case 1 of Newtonian assumption shows the pressure-drop at the inlet of the STI model to be
over-estimated (70mmHg) compared to Case 2 of non-Newtonian assumption (5S0mmHg). The
difference in viscosity model in the STI model leads to an increase in pressure range over the 1D
model since the pressure in the STI is used to obtain one for the 1-D calculation. The pressure-
difference at the inlet of 1D model remained constant (45mmHg), in both Newtonian and non-
Newtonian cases as shown in Fig.3.
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Fig.3 Comparison between the pressure at the inlet of 1D model between
Newtonian and non-Newtonian cases

The results are compared with and without multi-scale boundary conditions in order to investigate
the effects of the boundary conditions on the hemodynamics as well as arterial wall structural
properties.
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SUMMARY

Computational simulations are making significant strides within the biomedical community;
however, the accuracy of the results can only be as good as the geometry used. While current
imaging techniques are able to capture the shape of a cerebral aneurysm, they are still unable to
adequately resolve the wall thickness and result in patient-specific models that do not use patient-
specific thicknesses. An equivalent wall thickness estimation approach is proposed that
approximates the weakening wall as a change in the wall thickness and is related to the elastic
deformation of the aneurysm model. Fluid-structure interaction simulations are used to validate
the proposed method for patient-specific models.

Key Words: Cerebral aneurysm, principal wall stress, wall thickness, deformation.

1. INTRODUCTION

Computational fluid dynamic (CFD) simulations have been a significant tool for engineers
looking at and have provided insight into the human cardiovascular system. In beginning to tailor
these simulations toward patient-specific problems an accurate representation of the fluid domain
is required, which medical imaging and geometry creation is able to provide. Unfortunately, the
geometry used in a CFD simulation is not sufficient for fluid-structure interaction (FSI) analyses,
as there is no need for a wall thickness in the former. Additionally, the imaging techniques are not
capable of capturing the thin walls of cerebral arteries and aneurysms. This leaves a vacuum of
data that researches have to fill with best-guesses and approximations.

Until recently it was common to use a uniform wall thickness when performing a structural
simulation of any aneurysm. More recently smoothing techniques [34] and using a discrete size
for the healthy and aneurysm regions [4] have provided improved approximations for the
geometry; however, the former would yield the same thickness distribution for a healthy and
aneurysm model of the same domain, and the latter still does not account for the elastic stretching
of the vessel wall. A separate body of work is using the growth and remodelling of collagen to
demonstrate the formation of an aneurysm from a healthy vessel, but has not been extended to
patient-specific models [18].

An alternative approach is proposed that approximates the weakening of a cerebral aneurysm wall
through surface parameterization and non-linear spring relaxation. This equivalent wall thickness
represents both the changing thickness and structural properties as an aneurysm develops. The
resultant wall thickness is smooth and is thinnest near the apex of a patient-specific aneurysm.
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The wall thickness is compared against literature and FSI simulations are performed to provide
further validation.

2. AN EQUIVALENT WALL THICKNESS AND RESULTS

The pathogenesis of cerebral aneurysms is still not fully understood. Yet, it has been shown the
vessel wall loses its linear-elastic region after high-strain loading [12] and can be modelled with
an exponential equation [16]. To reinforce the weakened wall the rate of collagen growth is
increased, though this appears to occur more slowly than the initial growth of the aneurysm. The
disparity in time scales may account for why relatively small aneurysms rupture and some large
ones have not. That is, as the aneurysm growth slows, the collagen is able to strengthen the
weakest regions of the wall allowing larger aneurysms to remain unruptured longer. This leads to
a primary assumption of this work, mainly: The mass of the vessel wall remains a constant during
the initial growth. It needs to be repeated, however, that the goal is not to capture the exact wall
thickness, but the relative strength of the wall; so even if this assumption can be improved upon,
the wall never returns to its healthy strength and is still able to be represented by a thinning wall.

Capturing the thinning wall is achieved by deforming a model of the healthy vessel into the
aneurysm, taking into account the elastic stretching of the vessel tissue. Surface parameterization
is able to quickly move the surface mesh of the healthy model onto the aneurysm surface.
Relaxation of a non-linear spring system using an isotropic variation of the Fung equation gives
an approximation of the true stretching the vessel has undergone. This second assumption, that
the vessel wall is an isotropic material, is based on the inability to measure the true material
directions for patient-specific aneurysms in situ and a realization the severity of deformation with
a fixed amount of material will smooth anisotropic effects. The change in wall thickness is then
inversely proportional to the area change of the individual mesh elements. A one-dimensional
cartoon illustrates this in Figure 1.

o g e

Figure 1: The change in wall thickness is inversely proportional to the change in element area.

The equivalent wall thickness smoothly transitions from the healthy regions of the cerebral artery
into the thinnest regions near the peak of the aneurysm dome and is seen in Figure 2(b). The
minimum thickness is 43 pum and is 16% of the initial thickness. This is in contrast to a current
method that solves the Laplace equation over the aneurysm with the boundary thicknesses fixed
at 20% of the local radius, where the minimum thickness occurs at one of the outlets; see Figure
2(a). The minimum thickness for a sampling of patient-specific cerebral aneurysms falls within
the range presented in literature.
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Figure 2: The wall-thickness (a,b) and absolute principal stresses (c,d) for a patient-specific aneurysm at peak
systole. (a,c): the wall thickness of 20% of the radius and (b,d): the equivalent wall thickness. Arrows point to
the location of minimum wall thickness and maximum stress.

FSI simulations were performed to determine the value and location of maximum principal stress.
The inlet and outlets were given a pulsatile velocity and pressure waveform, respectively, and the
wall was modelled as an isotropic, Mooney-Rivlin material. The absolute principal stress for the
20% of the radius and equivalent walls are shown in Figures 2(c) and 2(d), respectively. As can
be seen with the equivalent wall thickness model the maximum principal stress occurs at the
dome of the aneurysm, as would be expected. Additionally, the maximum stress is within the
range blood vessel tissue may be expected to rupture (0.73 to 1.9 MPa) [41].

3. CONCLUSIONS

The proposed method provides a new method to estimate a patient-specific cerebral aneurysm
wall thickness. This equivalent wall model is representative of the weakened structure of an
aneurysm and is capable of bridging the gap between the surface model generation and structural
simulation. Good agreement exists between the computed minimum thickness and maximum
principal stress against those values found in literature. The results also show a stress distribution
that more closely matches expected results, with the maximum occurring near the apex of the
aneurysm dome.
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SUMMARY

In a recent study led in our group at hospital of Geneva we made a non-exhaustive study of X-rays time-
intensity-curves on 35 patients harbouring aneurysms, with a high temporal resolution Csl flat panel
detector. 2D regions-of-interest have been delimited in both aneurysms and supporting vessels and related
TICs have been compared. A pulsatility feature has emerged and used by PMS for angio cine purpose. On
our side, we rather focused on the characterization of such pulsatility and how it could be related to clinical
assessment. We observed several interesting features, essentially: 1/ pulsatility of TICs can be very well
correlated with ECG, 2/ it depends on contrast agent injection rates, 3/ it somehow varies with geometrical
parameters of intracranial aneurysms and their related locations. Even though data processing is still going
on, we have established that TICs can well reflect the complexity of flow patterns in aneurysms, hence
providing a potential tool to validate blood flow simulation. Preliminary results are presented in this
symposium.

Key Words: Time-Intensity-Curves , TIC, pulsatility , aneurysm, Flow Dynamics, Geometry.

1. INTRODUCTION

Some years ago, TICs have been studied to assess efficacy of stents in endovascular treatments of
intracranial aneurysms. This study was based on the assumption that the best stents could induce
more blood flow dispersion than advection in aneurysm hence reducing the washout and
accumulating the bulk of platelets and clotting factors for thrombogenesis. Though this question
is not settled down so far, it is interesting to notice that all those study were based on curves with
no pulsatility. That was due to constant contrast agent injection rates masking physiological
conditions. In this model, both the advective and dispersive parts were characterized by two
parameters each: density and decay time [1].

In a more recent study [2], it has been suggested a new parameterization based on restrictive
observations that TICs have a gamma-variate distribution form which allow cumulative
distribution functions based parameterization. Several characteristic times have been defined and
used to measure blood flow velocity.
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At Hug, pulsatility of TICs has been obtained with high speed X-rays detector at hospital of
Geneva. The oscillating TIC pattern has been first used by Philips Medical Systems to measure
velocity field in parent artery with a validation from transcranial Doppler measurements. Those
figures and the fine level of details for temporal resolution have been used to validate submitted
work on virtual angiography and based on in-vitro experiments.

We have conducted a consecutive series study on 35 patients harbouring aneurysms. TransCranial
Doppler measurements were used to find the best injection rate to obtain an optimal curve and to
validate flow measurements. 2DSA acquisitions were coupled to ECG trigger. ROIls in both
aneurysms and parent vessels have been systematically delimited and related TICs compared and
analyzed.

2. MAIN BODY

Following an ethical committee approved protocol to evaluate epidemiology and flow in
intracranial aneurysms, we included a consecutive series of 35 patients, suffering from ruptured
and un-ruptured cerebral saccular aneurysms. They were submitted to diagnostic angiogram and
eventually underwent endovascular treatment if indicated. Patients with intraventricular drainage,
hydrocephalus or intracranial hematoma were excluded as well as patients without a good
accessibility for the trans-cranial Doppler.

The angiographic data was collected with a monoplane angiographic C-arm allura FD20 (Philips,
health Care, Best, the Netherlands) equipped with a high speed imaging prototype detector. This
detector was able to acquire runs at 150 images per second, with a very high spatial resolution
providing very high quality angiographic sequences. During diagnostic angiogram, after femoral
artery seldinger approach, a 3D rotational sequence was performed in order to determine the best
projection angle to avoid superimposed artery branches of the distal vascular tree and to
discriminate the aneurysm from the parent vessel. The ECG signal, synchronized to the
acquisition, was recorded for each run and used as reference for pulsatility and frequency analysis
X-ray acquisition duration was fixed to 6 seconds in order to limit patient exposition and X-ray
tube overweight. The injection duration was limited to 3 seconds enough to cover the intra
aneurismal wash-out. The contrast agent, iopamiro 300 (Bracco Industria Chimica, Milan) was
injected with a 5F / 0.035 inches diagnostic catheter which was positioned at the same locations
in either the internal carotid artery or the vertebral artery portions.

We divided the study in two steps: On the first part of the study, the aim was to determinate an
optimal injection rate. We included 21 patients carrying 23 aneurysms, we acquired in the same
projection 3 runs with different injection rates: 1.5, 2.0 and 3.0 ml/s. The purpose was to
understand how the CA injection can influence the pulsatile flow pattern. A transcranial Doppler
measurement on internal carotid artery (ICA) and on vertebral artery (VA) was done by the same
trained neurologist. The data was extracted and parent vessel diameter was measured on the 3D
reconstruction Xtravision. the velocity profiles from the Doppler curves were used to extract the
mean blood flow rate with Matlab code developed for this purpose (The MathWorks, Inc, Natick,
MA)

On the second part of the study, we included 35 patients all of them having ECG trigger, TCCD
and at least one CA injection rate. The analysis was focused on the relationship between the TICs
of the aneurysm and of the parent artery and aneurismal geometrical and clinical features.

The image datasets were loaded on the open source ImageJ software (developed at National
Institutes of Health, USA) and regions of interest (ROI) were interactively delimited around the
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aneurysm. In the whole process, manned intervention was performed by the same technician. A
ROI was also delimited in the inlet parent vessel in a straight part as close as possible to the
aneurysm inlet. The average gray value over all pixels within the ROI is calculated for each
image and plotted with regard to time, hence providing the TICs.

Aspect ratios, volumes, locations and neck sizes of aneurysms were measured and calculated on
3D Xtravision work station (Philips, Best, Netherlands). All the data have been captured and
integrated in a Matlab data structure. Matlab tools have been developed to measure TIC and ECG
frequencies along with mean pulsatility, and to analyze all the correlations.

Figure 1 shows one frame of the angiogram and the aneurysm ROI depicted in yellow.

s Y
Figure 1: one frame of the angiogram. The ROl is depicted in yellow around the aneurysm.

At every frame, the average gray level intensity in given region of interest (ROI) is
calculated and TIC plotted. Figure 2 demonstrate that peaks of pulses are detected
correctly (detection efficiency is 99%). The TIC-cycle time is averaged over inter-peak
distances. The detection efficiency does not depend on level of pulsatility. We observed

also that pulsatility decreases with the injection rate ratio index (defined as the ratio
between injection rate and mean flow rate).
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Figure 2: To get a positive scale, inverted-TIC in artery ROl is plotted on left, and right in aneurysm ROI, for the
same injection rate at 1.5ml/s and in same view. ECG figure is superposed to the TIC at the top of both images.

The linear regression with ECG cycle time is shown in Figure 3.
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Figure 3: linear regression between TIC-cycle time and ECG cycle time. The slope is close to 1. The 95%Cl limits are
also shown.
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In Figure 4, one can notice that the normalized pulsatility is reduced in the seven ruptured
aneurysm (rupture state=1) compared with the non ruptured cases (rupture state=0).

A 05 [) 05 1 5
rupture state

Figure 4: attenuation of pulsatility in aneurysm wrt artery. Rupture state 1 in the horizontal axis indicates a state of
rupture. The mean pulsatility in ruptured cases is significantly smaller by a factor 6 compared with their non-
ruptured counterparts (p=0.05).

3. CONCLUSIONS

The pulsatility of Time-Intensity-Curves can be used to assess intra-aneurismal flow and daily
clinical assessment. They can determine cardiac frequency and provide a mathematical signal
object that can be analyzed with linear methods. This pulsatility can be controlled with a precise
injection protocol if mean flow rate in parent artery is measured. We observed that the aneurismal
geometry and locations could influence the TIC patterns, with potential applications in evaluating
unruptured aneurysms status or impact of devices used as treatment. TICs could also be used to
reveal complexity of flows, which may help in validating simulations and measuring stent
performance without carrying heavy experiments like PIV.

REFERENCES

[1] C. Sadasivan, B.B. Lieber, M.J. Gounis, D.K. Lopes, and L.N. Hopkins,
Angiographic quantification of contrast medium washout from cerebral aneurysms after
stent placement AJNR Am. J. Neuroradiol., 23, 1214-1221, 2002.

[2] H. Tenjin, F. Asakura, Y. Nakahara, K. Matsumoto, T. Matsuo, F. Urano, and S. Ueda,
Evaluation of Intraaneurysmal Blood Velocity by Time-Density Curve Analysis and
Digital Subtraction Angiography, Am J Neuroradiol 19, 1303-1307, 1998.

[3] I. Waechter, J. Bredno, R. Hermans, J. Weese, D.C. Baratt, D.J. Hawkes, Model-
based blood flow quantification from rotational angiography, Medical Image Analysis, 12,
586-602, 2008

58



2nd International Conference on Mathematical and Computational Biomedical Engineering — CMBE2011
March 30 — April 1, 2011, Washington D.C., USA
P. Nithiarasu and R. Lohner (eds)

CONTRIBUTIONS OF IMAGE-BASED CFD TO THE EVALUATION OF
INTRACRANIAL ANEURYSM S RUPTURE RISK

Juan R. Cebral*, Fernando Mut*, Daniel Sforza*, and Christopher M. Putman**
*Center for Computational Fluid Dynamics, George Mason University,
4400 University Drive, Fairfax, VA 22030, USA, jcebral@gmu.edu
**Interventional Neuroradiology, Inova Fairfax Hospital,
3300 Gallows Rd, Falls Church, VA 22042, christopher.putman@inova.com

SUMMARY

Evaluating the risk of rupture of cerebral aneurysms requires the establishment of statistical
associations between hemodynamic and geometric variables to aneurysmal rupture as well as a
better understanding of the underlying mechanisms governing the natural history of intracranial
aneurysms. This article summarizes recent results towards these two ends using image-based
computational fluid dynamics models.

Key Words: cerebral aneurysm, hemodynamics, growth and rupture.

1. INTRODUCTION

Advances in neuroimaging technology have resulted in the detection of increased numbers of
unruptured cerebral aneurysms. While the risks of surgical and endovascular interventions are
well known and improving, little is known about the natural rupture risks of intracranial
aneurysms. However, planning elective interventions requires judging the relative weight of the
natural and procedural risks. Currently, risk assessment is based on aneurysm size, location and
some morphologic factors such as aspect ratio as well as the patient’s clinical status. But
hemodynamics is thought to be an important factor in the processes of aneurysm development,
growth and rupture. Thus, improving rupture risk analysis requires on one hand the establishment
of statistical correlations between geometric and hemodynamic variables and aneurysmal rupture,
and on the other hand a better understanding of the mechanisms governing the natural history of
cerebral aneurysms that explain the observed correlations. The purpose of our work is then
twofold: to identify hemodynamic variables associated with rupture, and to improve our
understanding of the role of hemodynamics in the underlying mechanisms responsible for
aneurysm formation, progression and rupture.

2. METHODS

Patient-specific computational fluid dynamics (CFD) models are constructed from 3D medical
images using previously developed methods [1]. Blood flows are represented by the unsteady
incompressible Navier-Stokes equations, which are numerically solved using finite element
methods on unstructured tetrahedral grids. Pulsatile physiologic flow conditions are derived from
measurements on normal subjects. The resulting flow fields are visualized and the flow patterns
are classified according to the following characteristics: a) complexity (simple/complex), b)
stability (stable/unstable), c) inflow concentration (diffuse/concentrated), and d) impingement
size (large/small). Additionally, the vascular models are subdivided into different geographic
regions: a) aneurysm orifice, b) aneurysm neck, c) aneurysm body, d) aneurysm dome, €) near
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parent artery, and f) far parent artery (see Figure 1 — bottom right). A number of hemodynamic
variables or measures are then calculated using this geographic subdivision, including [2]: a)
maximum aneurysmal wall shear stress (MWSS), b) inflow concentration index (ICI), c) shear
concentration index (SCI), d) low shear area (LSA), e) low shear index (LSI), f) kinetic energy
ratio (KER), g) viscous dissipation ratio (VDR). The mean values of these variables computed
over groups of ruptured and unruptured aneurysms were then statistically compared. In order to
study the relationship between the local hemodynamic environment and the progression of
cerebral aneurysms, patient-specific CFD models are constructed from longitudinal CTA images
of stable and growing aneurysms. The vascular models corresponding to consecutive imaging
studies are aligned trying to maximize the coincidence of the parent arteries. Deformation fields
are then obtained by computing the shortest distance between consecutive surface models, and
regions of aneurysmal enlargement or deformation are identified. Hemodynamic variables are
then averaged over the growing and non-growing regions and compared. Additionally, possible
contacts with extra-vascular structures such as bone are identified in the CTA images. If such
contacts are observed, the extra-vascular structures are segmented and the regions of contacts are
identified by computing the distances between the vascular and extra-vascular surface models.

3. RESULTS

A total of 210 patient-specific cerebral aneurysms were analyzed. Each aneurysm was visually
inspected and by two investigators and classified into each of the hemodynamic categories
described before. Then, the numbers of ruptured and unruptured aneurysms in each category were
counted and statistically analyzed using 2x2 contingency tables. The results are presented in
Figure 1 (top-left) [3]. This figure shows that ruptured aneurysms are statistically more likely to
have complex flow patterns, unstable flow structures, concentrated inflows and small
impingement regions. The analysis also revealed a low inter-observer variability (not shown).
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Figure 1: Top left: relative number of ruptured to unruptured aneurysms into each hemodynamic category.
Top right: ratio of hemodynamic variables averaged over the ruptured and unruptured groups. Bottom left:
ratio of hemodynamic variables averaged over each hemodynamic category. Bottom right: example of
geographic subdivision of aneurysm model.
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Subsequently, a number of quantitative hemodynamic measures were calculated for each
aneurysm. The mean values of these variables averaged over the rupture and the unruptured
aneurysm groups were computed and statistically compared using Student’s t-test. The results are
presented in Figure 1 (top-right) [4]. The results indicate that ruptured aneurysms are statistically
associated to higher maximum WSS, larger inflow concentration indices, larger shear
concentration indices, larger kinetic energy ratios (only 90% confidence), and smaller viscous
dissipation ratios, as well as larger sizes and aspect ratios. In contrast, the low shear area and low
shear indices were not significantly different between ruptured and unruptured aneurysm groups.
The error bars in this plot represents the variability with respect to the choice of physiologic flow
conditions, showing that the statistical associations are maintained under different flow
conditions. Finally, the relationships between the different qualitative hemodynamic
characteristics and quantitative measures are presented in Figure 1 (bottom-left) [2].

Figure 2: Example of a growing aneurysm in contact with peri-aneurysmal environment structures (bone).
Top, left to right: vascular models during aneurysm evolution aligned to the bone, models aligned to the
parent artery, regions of aneurysmal displacement. Bottom, left to right: inflow jets, flow pattern, wall
shear stress at peak systole.

The importance of including contacts with extra-vascular structures in studies of the relationship
between hemodynamics and aneurysm growth is illustrated with a case study of a growing basilar
artery aneurysm. As this aneurysm grows, it pushes against the bone inducing a change in the
parent artery geometry (Figure 2, top-left) that in turn affects the intra-aneurysmal hemodynamics.
Alignment of the evolving vascular geometries with respect to the parent artery (Figure 2, top-
center) may then result in underestimations of the aneurysm progression in the region of contact
(Figure 2, top-right). In this particular aneurysm, the region of contact with bone is aligned with
the inflow jet and subject to moderate to high wall shear stress (Figure 2, bottom row).
Additionally, a “notch” near the distal end of the aneurysm, which is also subject to moderate to
high WSS, is seen to enlarge in subsequent follow up geometries. The region of lowest WSS is
also seen to expand outwards, but this could be the result of pushing against the bone on the distal
side of the aneurysm body.
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4. CONCLUSIONS

A computational hemodynamics modelling framework for the analysis of cerebral aneurysms has
been developed. This framework has been used to explore possible relationship between
hemodynamic characteristics and aneurysm rupture that could potentially be used for rupture risk
stratification. Interesting statistical associations between qualitative hemodynamic characteristics
as well as quantitative measures and aneurysm rupture were found in set of 210 cerebral
aneurysms. These associations were largely independent from the choice of physiologic flow
conditions and showed low inter-operator variability. Finally, the analysis framework was
extended to the study of aneurysm progression based on longitudinal image data. Preliminary
results indicate that vascular models representing different stages of the aneurysm evolution must
be carefully aligned in order to determine regions of aneurysm growth, and that contacts with
peri-aneurysmal environment structures such as bone can substantially affect the results and alter
the aneurysmal hemodynamics and therefore must be considered. Combining studies of the
association of hemodynamic characteristics and rupture with investigations of the underlying
mechanisms responsible for aneurysm progression and rupture is important for building reliable
rupture risk stratification systems and ultimately improving patient care.
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SUMMARY

Stemming from previous works presented by the coauthors, this research aims at defining a set
of parameters describing both the morphologic features and hemodynamics of the internal carotid
artery (ICA), that significantly and jointly correlate with the location of aneurysms and possibly
with their tendency to rupture.

Key Words: blood flow, wall shear stress, aneurysm, functional data analysis.

1 INTRODUCTION

As many concurrent causes appear to underlie the occurrence and development of cerebral aneu-
rysms, an integrated approach is required to understand the interplay between the different factors.
It is suggested that the association of several conditions rather than the evidence of a single factor
would lead to a more effective risk stratification. On the other hand, there is still no clear agreement
on which features to choose as the most significant risk indicators. The number of possible risk
factors is large, so that statistical analyses on large data sets are in order to compare intra-patient
with inter-patient variability pointing out subjects (or even groups of subjects) that strongly deviate
from the average physiological condition. To this aim, retrospective studies, despite having the
intrinsic limitation of not being able to evaluate the history of the pathology progression, can shed
a light on the significant associations of risk factors to the onset of the disease.

It has been shown that morphological characterization of the cerebral vasculature allows to define
parameters which are measurable in a robust and reproducible way [1], and that correlate with
the aneurysm location and rupture [2,3,4]. In the context of CFD modeling, it has become more
and more evident that it is necessary to take into account both local and non local features of
blood flow in the cerebral circulation. The significance of risk factors identified by considering
the local flow features may be strongly altered by concurring non-local circumstances, which
should not be neglected [5]. This motivates the approach followed in the present work, in which
the internal carotid artery (ICA) is studied both as a possible site for aneurysms development and
as a feeding vessel for the downstream arteries. In the cerebral circulation, the morphological
features of the feeding arteries could determine a hemodynamics environment which is more or
less protective from the disease. Results of a recent work from some of the coauthors seem to
support this conjecture, by considering the number and shape of bends in the siphon of the ICA
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[6]. The syphon seems to act like a damper for stresses induced by the fluid dynamics in the brain
vasculature.

The Aneurisk research project (2005-2008) was developed by a joint venture of different subjects:
academic and non academic research centers (MOX - Department of Mathematics, and LaBS -
Department of Structural Engineering, Politecnico di Milano; “M. Negri” Institute for Farmaco-
logical Research, Bergamo), medical centers (Dipartimento di Neurochirurgia, Universita degli
Studi di Milano; Ospedale Niguarda Ca’ Granda di Milano; Ospedale Maggiore Policlinico di Mi-
lano), industrial partners (Siemens Medical Solutions Italy; Fondazione Politecnico di Milano). In
this work we plan to adopt the methods and models from Aneurisk to perform statistical analysis
correlating morphology and blood dynamics features of the ICA, for outlining possible conditions
triggering the development of the pathology in the cerebral circulation. The outcome is two-fold.
On the one hand, we present a framework for geometric and hemodynamic studies of cardiovas-
cular problems, discussing in particular how we can achieve robustness and reproducibility of our
analysis. On the other hand, our results support the assumption that a combined evaluation of
blood flow features and vascular morphology can increase the descriptive capability of statistical
techniques applied to large data sets of patients, and possibly their predictive potential.

2 METHODOLOGY AND RESULTS

Geometrical processing. VMTK (www.vmtk.org) is the adopted tool for the geometric charac-
terization of aneurysms and their parent vasculature. Blood vessels can be effectively represented
by centerlines, synthetic descriptors of the geometry and the topology of vascular networks. For
the purposes of this work, a centerline is defined as the weighted shortest path traced between the
inlet and the outlet of a vessel, the weight depending on the distance from the surface [1]. The
construction of centerlines is particularly useful in the study of bifurcating vessels, since it allows
the identification and characterization of the bifurcation points. Moreover, after splitting the cen-
terlines into tracts corresponding to the bifurcation branches, the same partition can be induced in
the surface representing the vessel, associating each surface point to its nearest centerline point. A
curvilinear reference system can be defined on each centerline branch, centered in the bifurcation
point.
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Figure 1: Definition of the WSS as a function of the curvilinear abscissa. To each value of the
curvilinear abscissa an average WSS is associated. The origin of the reference system is placed at
the terminal bifurcation of the ICA.

Fluid dynamics has been simulated in patient-specific 3D models using a software based on LifeV
(www.lifev.org). The computational domain was assumed to be fixed, corresponding to the hy-
pothesis of rigid vascular walls which has been shown to be acceptable for intracranial vasculature
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[7]. We further assumed that blood can be modeled as a continuous incompressible Newtonian
fluid, so that the blood flow problem can be described by the incompressible Navier-Stokes equa-
tions. For each vascular geometry, three cardiac cyles were simulated, in order to reduce the effects
of the initial conditions and obtain the periodic solution in the last simulated heartbeat. Proper
boundary conditions were prescribed, producing the same flow regime in all the computational
domains. The wall shear stress (WSS) was computed on the lateral surface of each geometry,
representing the vascular wall. After processing the geometry with VMTK, each surface point
was associated to a value of the centerline curvilinear abscissa. Conversely, to each value of the
curvilinear abscissa along the centerline we associated a measure of the average WSS exerted by
the blood flow on the corresponding tract of the arterial wall.
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Figure 2: First row: functional data set (first derivatives of WSS, radius of ICA, and curvature of
ICA centerlines, respectively). Second row: some main modes of variability detected by functional
principal component analysis. Third row: boxplots of the variability manifested by the patients
along the corresponding modes of variability, divided by pathological groups.

Statistical analysis. Following the approach adopted in Aneurisk [3], the geometric features of the
centerline (radius, curvature) and its hemodynamic attributes (average WSS on tracts of the arterial
wall), together with their derivatives with respect to the curvilinear abscissa, were modeled as the
realization of random functions of the curvilinear abscissa. A suitable estimation step was devised
for eliminating artefacts and bias of the data due to the different size of the vascular districts in
different patients or to differences in image acquisition [8]. A joint clustering and alignment of
functional data was obtained by means of a two-mean alignment of the centerlines [6]. The main
modes of variability present in the functional data set were extracted by means of a Functional
Principal Component (PC) Analysis, and finally a classification of the patients was established,
based on the Quadratic Discriminant Analysis (QDA) [3]. This statistical analysis was intended
to identify the morphological/fluid dynamical features significantly correlated with the location of
the disease in the cerebral circulation and with the event of rupture.

A data set of 45 3D computed rotational angiography (CRA) images was considered, and the de-
scribed steps were performed for each case. A multivariate analysis of variance of the reduced
functional data set suggests the joint presence of just one siphon along the ICA and of a small
average radius of the ICA to be significantly associated to the presence of a ruptured aneurysm in
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the cerebral circulation; moreover the location of the ruptured aneurysm seems to be associated to
a peak of the WSS in the same location. On the other hand, either a wider radius of the ICA or the
presence of two siphons along to ICA seems to be sufficient for not having rupture events (even
when an aneurysm is present). These preliminary results suggest that the presence of more marked
bends in the ICA could have a protective effect on the vasculature downstream the terminal bifur-
cation. This is likely due to larger dissipation of the blood flow energy induced by the geometry.
This protective effect is enhanced by a larger radius of the ICA and the absence of abrupt localized
changes of the WSS along the centerline.

3 CONCLUSIONS

In the framework here described, geometrical reconstruction and characterization of the vascular
structures can be obtained in a semi-automatic and reproducible manner. We describe the fluid
dynamics parameters as functions of the curvilinear abscissa along the centerline, to achieve syn-
thesis through dimensional reduction and to feed data to a statistical analysis technique proven
to be effective for the characterization of large data sets. Future work includes the application
of the proposed approach to the complete set of 159 patient-specific geometrical models avail-
able in the Aneurisk database, in view of the identification of existing correlations and recurrent
geometrical/fluid dynamical patterns and possibly the definition of a potential rupture risk index.

REFERENCES

[1] M. Piccinelli, A. Veneziani, D. A. Steinman, A. Remuzzi and L. Antiga, A framework for ge-
ometric analysis of vascular structures: application to cerebral aneurysms, IEEE Transactions
on Medical Imaging, 28(8), 1141-55, 2009.

[2] M. Tremmel, S. Dhar, E. I. Levy, J. Mocco and H. Meng, Influence of intracranial aneurysm-
to-parent vessel size ratio on hemodynamics and implication for rupture: results from a virtual
experimental study, Neurosurgery, 64 (4), 622-30, 2009.

[3] L. M. Sangalli, P. Secchi, S. Vantini, A. Veneziani, A Case Study in Exploratory Functional
Data Analysis: Geometrical Features of the Internal Carotid Artery, Journal of the American
Statistical Association, 104 (485), 37-48, 2009.

[4] M. Piccinelli, S. Bacigaluppi, E. Boccardi, B. Ene-lordache, A. Remuzzi, A. Veneziani and L.
Antiga, Geometry of the ICA and recurrent patterns in location, orientation and rupture status
of lateral aneurysms: an image-based computational study, Neurosurgery, in press, 2010.

[S] M. A. Castro, C. M. Putman and J. R. Cebral, Patient-specific computational fluid dynam-
ics modeling of anterior communicating artery aneurysms: a study of the sensitivity of intra-

aneurysmal flow patterns to flow conditions in the carotid arteries, AJNR American journal of

neuroradiology, 27, 2061-2068, 2006.

[6] L. M. Sangalli, P. Secchi, S. Vantini, and V. Vitelli, K-mean alignment for curve clustering,
Computational Statistics & Data Analysis, 54 (5), 1219-1233, 2010.

[71 D. M. Sforza, R. Loehner, C. Putman, J. R. Cebral, Hemodynamic analysis of intracranial
aneurysms with moving parent arteries: Basilar tip aneurysms, International Journal for Nu-
merical Methods in Biomedical Engineering, 26 (10), 1219-1227, 2010.

[8] L. M. Sangalli, P. Secchi, S. Vantini, A. Veneziani, Efficient estimation of three-dimensional
curves and their derivatives by free-knot regression splines, applied to the analysis of inner

carotid artery centrelines, Journal of the Royal Statistical Society, Series C (Applied Statistics),
58(3), 285-306, 2009.

66



2nd International Conference on Mathematical and Computational Biomedical Engineering - CMBE2011
March 30 - April 1, 2011, Washington D.C, USA
P. Nithiarasu and R. Lohner (Eds.)

Effect of flow diverters on IA flow dynamics: assessment in 23
aneurysms

I. Larrabide™*, M. Aguilar!*, H. Morales*', S. Cito*!, D. Riifenacht®, Z. Kulcsar?,
S. Wetzel® and A. F. Frangi*'*
* Center for Computational Imaging & Simulation Technologies in Biomedicine (CISTIB),
Universitat Pompeu Fabra, Barcelona, Spain
f Networking Center on Biomedical Research (CIBER-BBN), Barcelona, Spain
§ Department of Neuroradiology, Swiss Neuro Institute, Hirslanden Klinic, Ziirich, Switzerland
! Instituci6é Catalana de Recerca i Estudis Avancats (ICREA), Barcelona, Spain
ignacio.larrabide @upf.edu

SUMMARY

The treatment of intracranial aneurysms with flow diverters is becoming more frequent between
neuro-interventionists. Despite this, the effect of these new devices on the local hemodynamics
is not fully understood and contradictory clinical outcomes have been reported in the literature.
Twenty-three intracranial aneurysms of different size and shape have been virtually treated and
hemodynamic alterations after treatment have been analyzed using CFD. In general, the effect of
the placement of the device was to considerably alter the flow inside the aneurysm and diminish
its activity.

Key Words: cerebral aneurysm, flow diverters, CFD

1 INTRODUCTION

In the recent years, a variety of new alternatives for endovascular treatment of intracranial aneurysms
have appeared, which have substantially improved the therapeutic outcome. Still, the effect of
some of these treatments on local hemodynamics is not fully understood. In particular, the use
flow diverting devices has not been thoroughly described so far, and the published reports of this
experience are scarce [8]. Flow diverters are stent-like devices specially designed to reconstruct
the parent artery and divert blood flow along the normal anatomical course of the vessel and away
from the aneurysm neck and dome. Some recent studies have been showing different clinical out-
comes for this therapy [3]. Also, different studies have been developed to study their effect in
a controlled environment. In-vitro studies by Canton et al. [4] uses Particle Image Velocimetry
(PIV) to quantify the velocity related variables before and after treatment. The work of Augsbur-
guer et al. [2] focused on the effect of such devices on shear driven and inertia driven aneurysm
geometries.

The effect of these devices on realistic geometries has not been largely addressed so far. The use
of Computational Fluid Dynamics (CFD) can provide a better and more detailed insight of the
effect of these devices on patients. The objective of the present study was to assess the “device-
induced” alterations on the intra-aneurysmal flow dynamics using CFD in realistic geometries. In
the current study we present the results obtained for a series of 23 intracranial aneurysms virtually
treated with a flow diversion device.
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2 MATERIALS AND METHODS

The anatomical models studied in this paper have been obtained from diagnostic 3D rotational
angiographic (3DRA) images, which have been acquired using either an Integris” » Allura System
(Philips Healthcare, Best, The Netherlands) or an AXIOM Artis (Siemens Medical Solutions,
Erlangen, Germany). Voxel sizes in the reconstructed 3D images ranged from 0.208 mm? to
0.378 mm?. All the aneurysms correspond to three locations along the internal carotid artery
(ICA), which are normally treated using flow diverter devices, namely anterior choroidal artery
(AChA), ophthalmic artery (Opht) and posterior communicating artery (PComm). From a set of
forty aneurysms, three independent clinicians were asked to select the appropriate treatment for
each aneurysms. The aneurysms were selected for the study if at least two clinicians selected them
for treatment with flow diverter, thus our population was reduced to 23 aneurysms. The remaining
aneurysms were considered as not appropriate for this treatment because they were more suitable
for stent assisted coiling, or because they presented small neck or branches near the aneurysm.
The studied aneurysms were located along the ICA as follows: 3 (13%) for the AChA, 11 (47%)
for the Opht and 9 (38%) for the PComm. The aneurysm sizes ranged between 1.3 to 22 mm of
depth. The size of the aneurysms (small, medium and large/giant) has been determined based on
the measurements used in a study by Ishibashi et al. [6]. For the group under study we have 10
(43%) small, 9 (39%) medium, and 4 (17%) large/giant aneurysms. The gender of the patients was
females 70% and males 30% and their average age was 50 (SD48) at the moment the aneurysm
was discovered. Regarding the shape of the aneurysms 65% were saccular and 35% were fusiform.

The patient images were segmented using Geodesic Active Regions (GAR) [5]. From the vascu-
lature segmentation, a 3D model consisting of a triangulated surface mesh was generated. In some
cases these models contained artifacts and vessels that were not of interest for the study. Triangle
removal, hole filling and volume preserving Laplacian smoothing of the vessel was necessary to
reduce any imperfections on the vessel wall. The stent deployment was performed using the Fast
Virtual Stenting method proposed by Larrabide et al. [7]. The diameter of the stent strut was set to
0.06 mm, following Silk device (Balt Extrusion, Montmorency, France) specifications. From the
skeleton of the vascular region of interest, a point under the aneurysm neck was selected to specify
the location of the stent longitudinal center. All volumetric meshes were generated using the com-
mercial software ANSYS ICEM CFD (Ansys Inc., Canonsburg, PA, USA) and were composed
of unstructured tetrahedral and 8-node prism elements. A mesh independency test showed that an
element size of 1.6x 10 m around the stent struts was appropriate. Following the study of Ap-
panaboyina et al. [1], the part of the stent laying over the vessel was removed and only the portion
of the stent covering the aneurysm ostium were considered for the CFD analysis. The resulting
meshes were approximately 7.6x 10° elements for the untreated cases and 7.36x 10° elements for
the treated cases. Boundary conditions were imposed according to a 1D mathematical model of
the systemic tree. At the inlet, which was the internal carotid artery for all the selected patients, a
mass flow rate was imposed, whereas pressure was imposed at the outlets.

3 RESULTS

Different variables were studies before and after the implantation of the device for the CFD results.
These were the wall shear stress (WSS) in the aneurysm dome, the 90 percentile highest WSS in
the aneurysm dome (WSS90), inflow in the aneurysm per second ((Q),,) and flow velocity at the
aneurysm (V).

In Figure 1 are presented three selected cases corresponding to a large, a medium and a small
aneurysm. The first two columns present the WSS before and after treatment, which is alleviated
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Figure 1: Results for the CFD simulations. Images for the WSS (column 1 and 2), velocity
contours at a middle plane in the aneurysm (columns 3 and 4) and isosurface (columns 5 and 6),
both before and after the treatment are presented. Results correspond to peak systole.

by the presence of the device. The velocity magnitude contours at the aneurysm middle plane are
presented in the third and fourth columns before and after the treatment, respectvely. The effect of
the device is clearly visible. It can be observed that high velocities are redirected away from the
aneurysm dome into the parent vessel. This can laso be observed from the iso-velocities (fifth and
sixth columns for untreated and treated, respectively). The results shown correspond to the peak
systole.

Table 1 summarizes the results obtained from the study. The twenty-three aneurysms have been
classified according to two different characteristics. First, all the aneurysms been classified for
their size (i.e, small, medium and large/giant). From this we observe a larger impact of the device
on small aneurysms regarding the reduction of WSS90 and WSS. Regarding the velocity, similar
reductions are observed. In the worst case, the WSS is alleviated by a minimum of 50%. For the
Qan and V,, the differences observed between groups are negligible. Secondly, they have been
grouped according to their shape (i.e., fusiform and saccular). In this case, the WSS90, WSS and
Van We observe a larger impact on saccular aneurysms than on fusiform ones. Regarding @), the
effect on both groups is similar.

WSS WSS9  Qan  Van WSS WSS9  Qan  Van
Max 79% 80% 79% 80% Max 79% 30% 79% 30%
Giant/Large min 52% 55% 28% 42% Fusiform min 32% 559 28% 429%
Avg  64%  64%  56% 62% Avg  65%  65% = 52% 59%
Max  79%  80%  61% 71% Max  95%  97%  714% 95%
Medium min  58% 61% 2% 2% Saccular  min  52% 52%  33% 38%
Avg  65%  66%  49% 59% Avg 3%  13%  52%  64%
Max  95% 97%  14% 95%
Small min  52% 52%  33% 38%

Avg  73% 73% 51% 63%

Table 1.1: Results organized by aneurysm size. Table 1.2: Results organized by aneurysm shape.

Table 1: Percentages of reduction with respect to the untreated configuration. Max = maximum,
min = minimum, Avg = average.
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4 CONCLUSIONS

In this study, an analysis of the effect of flow diverter devices used in intracranial aneurysms using
CFD was done. A population of twenty-three aneurysms was considered and intra-aneurysmal
hemodynamics were studied before and after the implantation of the device. The group was sep-
arated by two means. First the aneurysms were separated by their size and second they were
separated by their shape. As a conclusion, we can mention that the effect of flow diverters signif-
icantly reduced all hemodynamic variables studied. The largest effect was observed for saccular
aneurysms.
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SUMMARY

The three dimensional (3D) morphology of aneurysms is presumably one of the key factors
reflecting the biomechanical mechanisms that contribute to rupture. A computational technique is
presented for detection of aneurysm neck and delineation of sac from 3D surface models of
cerebral aneurysms and their parent vasculature. The extraction of 3D geometric features may

improve our ability in designing more reliable geometry-based rupture risk indexes.

Key Words: Cerebral aneurysms, 3D geometry, rupture risk.

1. INTRODUCTION

In recent years, the increasing rate of detection of unruptured intracranial anuerysm (IA) and
the catastrophic consequences of subarachnoid haemorrhage have drawn attention to the crucial
issue of whether these lesions should be treated or just followed up. In fact, the ideal situation
would be to clinically address only those aneurysms that are more likely at risk of rupture.

A huge amount of work has been done in order to devise proper rupture risk indexes that could
be applied in clinical settings. Hemodynamics has indeed been regarded as one of the crucial
factors in TA development, growth and rupture and has been extensively explored, but the
mechanisms involved are still to be clearly established and elucidated. Since geometry has a
major impact on blood dynamics, one alternative approach is to examine vascular geometric
features as they may become valid surrogates of specific flow conditions and shed light on
hemodynamics associations with the disease.

As a consequence, aneurysmal sac morphology and more recently parent vasculature geometry
have been independently investigated and have been found to correlate with aneurysm outcome.
In addition, from a more pragmatic perspective, morphological measurements are the main
guidance in handling IA in clinical practice. The most common geometric features span from
one-dimensional (1D) measures like height or neck diameter to volumes and surfaces, to various
ratios in order to obtain more comprehensive shape indexes'” (i.e. aspect ratio as one of the most
accepted).

Nevertheless, crucial issues still have to be addressed in geometry-based approaches. IA are
characterized by a complex three dimensional (3D) structure which presumably play a role in
aneurysm rupture, but that can be difficult to capture with one dimensional measures. Also, most
of these measurements still rely on tedious and time consuming procedures where the “right”
angiographic 2D projection should be detected and the measurement performed.

While this is partially due to the intrinsic difficulty of dealing with the large variability of
cerebral anatomies and geometries, the lack of standardized definitions (for example of
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aneurysm neck) and robust methodologies to cope with the complexity of 3D configurations
might also hamper the development of more sophisticated approaches.

In the following we present a fully automated technique for localization of the neck section and
extraction of 3D shape of the aneurysmal sac from surface models of cerebral aneurysms and
their parent vasculature. The computation of some preliminary geometric primitives for the
characterization of 3D sac morphology is also presented.

2. MAIN BODY

Our approach for localization of the aneurysm neck and geometric characterization of the 3D
sac relies on the concepts of Voronoi diagram (VD), centerline and tube function as described in
[3,4] and on their implementation within the Vascular Modeling Toolkit (VMTK)’.

The methodologies were applied to a group of ninety-seven 3D surface models of saccular 1A
and their parent vasculature taken from the ANEURISK cohort'; the reconstructions were
antecedently obtained by way of a segmentation step from 3D rotational angiography (3D-RA)
images®. The selected group included 38 sidewall and 59 terminal aneurysm models; 42 were
ruptured, 55 unruptured.

Given the 3D segmented surface, the starting point is the reconstruction of a plausible parent
vessel by digitally removing the aneurysm sac’®, an operation performed by means of an automatic
technique previously published by the authors (Figure 1A).

Since the two models, prior to and following aneurysm removal, differ only in the aneurysm sac
protruding out of the diseased parent vessel, the aneurysmal surface can be retrieved by means of
the tube function®* of the centerline of the reconstructed artery, as the portion of the complete
model lying far from the tube surface. Being the tube surface by construction strictly included in
the lumen of the vascular segment, the sac surface hence obtained is an irregular saddle shape
containing also tracts of the local parent vasculature (Figure 1B).

A distance metric is then defined on the sac as the shortest distance of every point to the tube
surface; this allows us to move consistently away from the parent vessel within the aneurysm by
means of an interpolated spline constructed over the barycenters of a set of iso-contours drawn on
this distance field (Figure 1C).

Having the barycenter spline as a hinge through the aneurysmal shape, the sac surface is sliced
at each spline point first perpendicularly to the spline and subsequently, with an array of planes
that wobble around the barycenter by regularly changing their orientation with respect to the first
perpendicular plane. For each slice, two main geometric parameters are considered: its area and,
given the irregular shape of the sac surface at the interface with the parent vessel, where the neck
actually localizes, whether this is an open or closed section. According to our approach the
aneurysm neck is selected as the first closed section for which the area has a local minimum.
Once the aneurysm neck has been identified, the “true” aneurysm sac without portions of parent
vessels is considered by clipping the sac surface at the neck section plane (Figure 1D).

To characterize the 3D morphology of the aneurysm sac, we resort to its VD and subsets of it.
The VD is a non manifold surface whose points are the centers of the maximal spheres inscribed
in the shape; by computing the envelope of these spheres we obtain the 3D original object (Figure
1E). A subset of this VD, called the Voronoi core (VC) is also taken into consideration as the set
of centers of spheres with radii greater than 75% of the maximum Voronoi radius; its envelope
represents a smaller portion of the segmented aneurysm sac. The rationale behind the use of the
VC and its envelope is to identify the most stable part of the 3D sac shape where ambiguous
surface irregularities such as blebs and/or daughter sacs are excluded (Figure 1F). Volumes and
surface areas of both envelopes are readily computable.
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According to methodologies previously presented™, the sac centerline is automatically
extracted over the VC. Being computed on the VC, it represents the aneurysm sac along its most
stable 3D direction of development, that is the core centerline will not travel into blebs or
daughter sacs. For the estimation of the actual sac length, the maximum inscribed sphere radius at
the last centerline point is added to the length of the centerline (Figure 1G).

In order to complete the characterization of the 3D nature of the sac, the VC envelope is also
approximated with an inscribed ellipsoid that provides radii along the three main directions of the
3D sac shape (Figure 1H), similarly to [7].

By way of demonstration, these techniques were successfully applied to all 97 models; Figure
2-Rows A,C shows a small subgroup of them. In order to demonstrate the robustness of the
techniques and to prove their applicability to clinical environments, where 3D segmentation tools
may not be available, we applied our techniques to the same models obtained by means of
isosurface thresholding of the 3D-RA images; in Figure 2-Rows B,D neck localization on those
thresholded models is shown for a qualitative comparison. Differences in position of neck plane
barycenters (Ap) and normals orientation (Af) in segmented vs thresholded models were
evaluated to test the robustness of the whole procedure: mean Ap=0.72+0.65 mm; mean
AB=7.8+5.4 degrees.

The goal behind the extraction of 3D measurements is to identify analogues of 2D quantities
commonly used or to shape new indexes that can better account for sac morphology: the core
centerline represents an example of a 3D definition of aneurysm length, ratios of the inscribed
ellipsoid radii may provide a way to categorize the sac shape, VC envelope can robustly extract a
stable portion of the sac volume in order to identify blebs or in general to define quantities related
to surface irregularities. Whether this 3D geometry-based approach can be useful to better predict
aneurysms rupture as well as their clinical significance are subject of ongoing work.

3. CONCLUSIONS

We presented a methodology for automatic identification of aneurysm neck plane and
delineation of aneurysmal sac from 3D surface models of saccular aneurysms and their parent
vasculature. Some basic geometric primitives for the characterization of 3D shapes and the
computation of 3D measures were illustrated in order to provide 3D analogues of commonly used
2D measurements.

While representing a technical improvement, as future work these methodologies and
definitions will be tested for their clinical significance, their actual ability to add information and
improve the design of a reliable rupture risk index, and their applicability in a clinical setting.
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Figure 1. Top row. Steps for localization of neck section and delineation the aneurysm sac: A. one of the 3D surface
models analysed and the reconstructed parent artery (red) with the aneurysm sac removed; B. delineation of the sac
surface (yellow) from the parent artery tube function (light red); C. computation on the aneurysm sac of the distance to
the tube surface of the parent artery; in blue the barycenter centerline; D. aneurysm neck plane section and sac surface
clipped at the neck level. Bottom row. Some of the geometric primitives to characterize the aneurysm sac 3D shape: E.
Voronoi diagram of the aneurysm sac (white) and its envelope (red); F. Voronoi core (white) and its envelope (red); G.
core centerline; the last maximum inscribed sphere is explicitly represented; G. inscribed ellipsoid into the VC
envelope; the directions of its three radii are also depicted.

Figure 2. Apphcatlon of the descrlbed techmques to a small subset of the analyzed group for segmented (A,C) vs
thresholded (B,D) models. For the segmented models, the original surface, the aneurysm neck, the VC envelope (red)
and the core centerline are depicted. For the thesholded only the neck is displayed.
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SUMMARY

Mathematical models as well as the detail of the bounding geometry can be described by increas-
ing levels of detail. Commonly the increasing level of detail can be thought to have a lesser
influence on the resulting flow field at the cost of more expensive computations. For these reasons
usually, as well as the more complex nature of the problem to be resolved they are commonly
disregarded. In this work, taking as example idealised geometries and an anatomically realistic
cerebral vasculature with aneurysm, these effects are compared and quantified.

Key Words: blood flow, side branches, fluid-structure interaction, boundary conditions, 3D-1D
coupling.

1 INTRODUCTION

It is useful to study the sensitivity of changes in parameters to the resulting computed solution.
In this work a patient specific geometry of a cerebral aneurysm and idealised test cases are con-
sidered, as shown in figurel. This is in part to be able to quantify expected error bounds in the
solutions obtained with respect to choice of mathematical models that represent the physical prob-
lem. Variations in the mathematical modelling appear as hierarchy complexity, here studied as the
choice of rheological models for blood (Newtonian versus shear-thinning), the compliance of the
vessel walls (rigid versus deformable), and the flow boundary conditions (time varying OD or 1D).
Of concern is also the geometric representation, that apart from uncertainty in model definition
due to medical imaging limitations of signal noise and resolution, in regards to the upstream and
downstream regions that should be included in the computational domain. In this respect, the in-
clusion or omission of side branches is studied in this work, while a single segmentation is used
and no sensitivity is performed to the thresholding and model reconstruction.

The effects of each of these modelling challenges are taken individually and compared to ea-
chother.

75



Figure 1: Details of surface definition of cerebral fasculature after segmentation (left) and identi-
fication of region of interest to include side initial portions of the side branches (right).

2 THE MODELS

In this work, blood is modelled as an incompressible fluid, governed by the conservation of mass
and linear momentum equations:

V-u = 0, inQ (1)

P
p<a1t‘+u-Vu> — _Up4 V.7, inQ, @)

where p is the constant fluid density, w and p are the fluid velocity and pressure, and 7 is the
deviatoric or extra stress tensor. The rheological properties of blood are modeled through the
specification of a constitutive relation for 7. In this study, we will compare results using Newto-
nian and non-Newtonian models. The Newtonian behaviour is described through the constitutive
law 7 = pu(Vu + Vu®), where i is the fluid constant viscosity. In the non-Newtonian case the
fluid viscosity varies and the only effect that will be taken into account here is the shear-thinning
viscosity, which can be described by means of a generalised Newtonian model:

T = u(3)(Vu + Va?), 3

where the viscosity p is now a function of the shear rate +, which is a scalar measure of the strain
rate tensor, given by

1
v = \/Q(Vu—l—VuT) : (Vu + V). @)
Here, the Carreau viscosity function (see [2,3]) is considered:
11(3) = oo + (10 — fioo) (1 + (AF)2) D2,

where pp and i, are the asymptotic viscosities at zero and infinite shear rate, respectively. Pa-
rameters A, n, oo and o are obtained by fitting experimental data as described in [2,3].

Equations (1) - (2) will be coupled with a structure model, and the domain where they are defined
will change in time. The reference domain is denoted as 20, while the current domain is Qf, with
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t € I = [0,T). As initial condition we take u = ug in Q°. The boundary condition on the physical
wall, denoted I, will be given by the coupling with the structural model.

For the vessel wall model we consider the equation of the 3D quasi-incompressible elastic struc-
ture:
*n S
pwﬁ—dwo(P):O, inX" vVt e, 5)

where X0 is the solid reference domain, 1 is the unknown displacement vector, p,, is the wall
density, divg is the divergence operator with respect to the Lagrangian coordinates, and P is the
first Piola-Kirchhoff tensor. We consider a St Venant-Kirchhoff material, for which the response
function for the second Piola-Kirchhoff tensor is linear as a function of the Green - St Venant
strain tensor € = % (VOTn + Von): S = Atr(e)I + 2ue, with A = m and p = ﬁ
the Lamé constants, where FE is the Young modulus and ¢ the Poisson ratio. In this study we
consider a nearly incompressible material by setting a Poisson ratio close to 0.5 and a constant
mass density p,,.

The initial condition for (5) is set to be 7 = 1, and 1 = 7, in . In view of the coupling with
the fluid, the structure initial conditions must verify the compatibility constraint 7, = ug, on I'%,.
At the exterior boundary we assume that the stress is zero.

At the interface with the fluid 'Y}, the boundary condition is given by the fluid-structure interaction
(FSI) coupling, which is performed through the following matching conditions.

u =7, Vtel, onT?,
— (det Von) o(u, P) (VO*Tn) ‘ng = P(m)-ny, VteIl, onTY,

where Vg indicates the gradient with respect to the Lagrangian coordinates, and ny is the outward
unit vector to I'% . The first is the no-slip conditions and the second establishes the continuity of
the normal stresses.

On the atrificial sections, the boundary conditions must account for the remaining parts of the
system, and for the case of FSI models should be absorbing.

The 1D model is derived from the 3D FSI model by making simplifying assumptions and through
an average procedure, and it describes very well the wave propation nature of blood flow in ar-
teries. The unknowns are the cross-section area A(z), which is related to the mean pressure p(z)
through an algebraic relation (see [2]), and the flow rate Q)(z). It is described through a hyperbolic

. . . . _ 1L
system of equations, having two distinct eigenvalues A1 o = U=+ QPLAOA“’ withw = 1 the mean

velocity and 8 = \/lihEOQE , with Ag the cross-section reference area at rest, £/ the Young modulus,

ho the wall thickness, and ¢ the Poisson ratio. Under physiological conditions in hemodynam-
ics, the eigenvalues A1 2 have opposite signs, i.e. the flow is sub-critical. Their corresponding
eigenfunctions or characteristic variables are

Wia(@.4) = w4y 37 (ad - af). ©

where W is the incoming characteristic at the left extremity (inflow) of the vessel, and W5 is the
incoming characteristic at the right extremity (outflow) of the vessel. Imposing W2(Q,p) = 0 at
the right extremity corresopnds to an absorbing boundary condition at the end of the 1D model.

In order to prescribe adequate boundary conditions, the 3D outflow section is coupled to a 1D
model, that can represent a singular cylinder or a network of arteries. The coupling is performed
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imposing the continuity of the normal stresses and the fluxes:
. _ P
pn—2u(9)D(u) - n = (pw + §|U1D|2) n, ©)

QgD:/Ft u-ndy = Qip. ®)
The 3D-1D coupling is performed imposing (7) into the 3D model, and (8) into the 1D one, i.e. the
total pressure computed on the 1D model is provided to the 3D model through a constant Neumann
boundary condition, while the flow rate computed on the 3D artificial section is prescribed at the
1D inflow boundary. A staggered numerical algorithm is used, consisting of an iterative procedure
between the 3D FSI and 1D subproblems. This iterative scheme can be considered explicit or
implicit.
Different absorbing boundary conditions can be obtained by imposing the absorbing boundary
condition of the 1D outflow point, W5 (Q, p) = 0, directly on the 3D FSI outflow section. In this
case there is no need for solving a 1D problem.

It has been shown in [2] that, for physiological values of the Young modulus for the arterial tis-
sue, condition W5 (@, p) = 0 between mean pressure p and flow rate () is almost linear, and an
absorbing linear boundary condition relating mean pressure and flow rate can be derived:

V24t
N

Expression (9) provides a way of setting the proper resistence at the artificial section of interest,
in order to be absorbing. Indeed, a boundary condition of this type, where the mean pressure to
be prescribed is linearly computed from the flow rate on that section, can be seen as a coupling
bewteen the 3D FSI problem and a simple R L lumped parameters model.

Q~

©)

3 CONCLUSIONS

In this work idealised models of vessels are initially studied to observe the influence of different
models on the computed flow field. These include rheological models, boundary conditions of
the flow and the wall structural models. Importantly the effect of inclusion of side-branches as
geometric detail is considered, and the appropriate boundary conditions that these require. The
extension to a anatomically accurate geometry of cerebral arterial system with an aneurysm is
then studied.
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SUMMARY

A new, cardiac gated, volumetric three directional phase contrast (PC) magnetic resonance imag-
ing (MRI) technique has been used to image and gather hemodynamic information on 12 small
intracranial aneurysms, including 7 that are 4mm or smaller. The new approach uses radial un-
dersampling to obtain high spatial and temporal resolutions that would be clinically unfeasible
using standard Cartesian based acquisitions. The high spatial resolution has shown flow patterns
not detectable with the lower resolutions of conventional PC MRI, but seen in computational fluid
dynamic (CFD) models. The new technique may therefore be useful in providing patient specific
input parameters in future CFD simulations.

Key Words: blood flow, wall shear stress, aneurysm.

Figure 1: Surface renderings of the 12 aneurysms (red). Each case is individually scaled and rotated for
beat visualization.

1 INTRODUCTION

Phase contrast (PC) magnetic resonance imaging (MRI) can provide both an anatomical angiogram
depicting vasculature anatomy as well as hemodynamical information such as velocity, flow, pres-
sure, and wall sheer stress. This could be valuable in patient specific computational fluid dynamic
(CFD) models. However, several complications exist that must be overcome before PC MRI can
become a valuable resource for CFD inputs. Primarily, spatial and temporal resolutions are typi-
cally reduced in order to overcome the long scantime inherent to the PC method itself. Since only
the average velocity per imaging voxel can be calculated, the decreased spatial resolution therefore
degrades the accuracy of velocity inputs, especially in areas of complex, turbulent, or helical flow
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such as aneurysms. The method presented in this work addresses these limitations through the use
of a hybrid radial-Cartesian k-space readout [1].

The inplane radial readout serves several purposes. Of most importance, spatial resolution in ra-
dial MRI is determined by the readout length in k-space, as opposed to the number of collected
lines (phase encodes) in Cartesian MRI. Scantime is reduced by sampling fewer radial lines than
required by the Nyquist sampling theorem, trading scantime for increased levels of artifact. How-
ever, the sparsness provided by the inherent subtraction of stationary tissues removes much of the
artifact, allowing large degrees of undersampling compared to other techniques. Maintaining a
Cartesian readout through-plane allows for target volumetric acquisitions with higher SNR than
multi-slice [2] or three-dimensional radial k-space trajectories [3]. The SNR advantage is in turn
used to acquire even higher spatial resolution.

2 MAIN BODY

Eleven patients with 12 known intracranial aneurysms were imaged on a clinical 3T scanner (MR
750, GE Healthcare, Waukesha, WI ) using an 8 channel head coil after obtaining IRB approval and
written informed consent from all subjects.. Following a contrast enhanced MRA, patients were
scanned with PC SOS and 5-pt velocity encoding [4] using: FOV 220x220x30-40mm, acquired
resolution 0.43x0.43x0.7-1.0mm, TE/TR = 3.7/8.0ms, tip angle = 20 deg, BW = 83.3 kHz, scant-
ime = 9 minutes. PC derived angiograms were analyzed for aneurysm conspicuity and were used
to construct surface renderings. Dynamic velocity fields were reconstructed with retrospective
ECG gating and radial view sharing [5] with 40ms temporal resolution and used for hemodynamic
visualization with a dedicated software package (EnSight, CEI Inc., Apex, NC).

All 12 aneurysms were successfully identified in the 11 PC SOS exams (see surface rendered
images in Fig.(1)). A representative PC MRA used for anatomical diagnosis, surface renderings,
and masks for hemodynamic analysis in EnSight is shown in Fig.(2). The high spatial resolution

Figure 2: Example images of a 3.8 mm aneurysm (arrow) in the right carotid artery demonstrating the
fine vessel conspicuity, high spatial resolution, and superior background suppression of PC SOS (a/b)
Full/limited axial MIPs from PC SOS angiogram. Streamlines ( ¢ ) depicting inflow/outflow colored with
blue/red to illustrate the 3D circulation pattern within the aneurysm.

and strong background suppression typical of PC SOS aid in visualization and segmentation of
this aneurysm, measured to be 3.8mm at its neck. The high spatial resolution aids in proper
visualization of streamlines here showing a helical circulation pattern within the aneurysm, despite
its small size.

A small carotid terminus aneurysm, measured as 2.3mm at its neck is used to demonstrate the
benefits and necessity for high spatial resolution obtained. Velocity vectors, shown in Fig.(3)
show the blood entering the aneurysm from the internal carotid artery with high speed and then
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Figure 3: A 2.3mm aneurysm in the carotid terminus shows higher velocity blood traveling up from the
left internal carotid artery, circulating around the aneurysm, and finally entering the left anterior cerebral
and left communicating artery.

slowing as it circulates and eventually exits to the anterior cerebral and communicating arteries.
Flow maps calculated at a plane placed at the aneurysm neck Fig.(4), demonstrate this behavior
in the original images. However, when the same velocity maps were visualized after MR image
reconstruction from the identical k-space data but at lower spatial resolutions of 1.0x1.0x1.0mm
and 1.5x1.5x1.5mm, typical of Cartesian 4D PC MR acquisitions, this behavior was not observed
(Fig. 3d,e). Velocity maps appear smoothed and do not demonstrate regions with strong in or
outflow as typically seen in terminus aneurysms [6].

3 CONCLUSIONS

We conclude that 4D cardiac gated PC SOS is a well suited approach to study flow and patho-
logical conditions in and around intracranial aneurysms. We have found that the improved spatial
resolution enables characterization of regions with complex flow in small vascular structures. By
better visualizing the regions of high inflow, as in Fig.(4), the improved spatial resolution could
prove useful in the diagnosis, monitoring of disease progression, and monitoring surgical treat-
ment of aneurysms. For example, the inability to visualize the regions of high-inflow in the low
resolution reconstructions of Fig. 3e could incorrectly suggest successful treatment in post-op
exams. In addition, the high spatial resolution data are well suited to derive hemodynamic pa-
rameters such as pressure gradients and wall shear stress which can serve as patient specific input
parameters for CFD models.
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SUMMARY

Twenty-six MCA bifurcation aneurysms from the @neurIST database were examined. Geometric variables
were compared with both qualitative and quantitative hemodynamic variables as a first step in search for
geometric markers that could serve as surrogate markers for aneurysmal blood flow.

Key Words: cerebral aneurysm, geometry, hemodynamics.

1 INTRODUCTION

Intracranial aneurysms are pathologic dilatations of cerebral arteries, most commonly found in the
circle of Willis. The growth and rupture of aneurysms have been related to the intra-aneurysmal
hemodynamics and computational blood flow simulations using image-based geometries could
potentially assist rupture risk assessment. Patient-specific blood flow simulations are known to
be sensitive to the vascular geometry and the boundary conditions imposed at the in- and outlets
of the vasculature [3]. However, the main flow characteristics are robust and show promising
correlations with rupture risk [4]. Furthermore, there is an ongoing trend to reduce the complexity
of hemodynamic datasets, even to the extend of exploring geometric variables that might serve as
surrogate markers of pathological blood flow [7,11]. Such a simplified approach to hemodynamics
might be relatively easy to adopt into clinical practice.

Geometric variables describing the shape of the aneurysm dome and the relationship between par-
ent vessel and aneurysm have been proposed and have been related to rupture risk [5,9]. Many of
these variables were designed with a hemodynamic motivation, but not many studies have com-
pared the shape descriptors with hemodynamic simulations in image-based geometries. The aim
of this study is to look at qualitative and quantitative hemodynamic variables and find correla-
tions with geometric ones. Besides using established geometric variables, such as the aspect ratio
(aneurysm depth / neck width), we also propose new variables as a first step to finding robust
markers for the flow field in aneurysm and surrounding vasculature.

2 MATERIALS AND METHODS

Twenty-six MCA bifurcation aneurysms (11 ruptured, 14 unruptured, 1 unknown) were drawn from the database of
the European project @neurIST [6]. Three-dimensional rotational angiography (3DRA) images and clinical data came
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from 3 hospitals and was processed by 4 operators from 1 research group. Using @neuFuse, the computational tool-
chain developed within @neurIST, the 3DRA images were segmented with a geodesic active regions approach. The
triangulated surface mesh was post-processed to correct the topology, smooth the surface, and improve the mesh quality.

Based on the surface mesh, a volume mesh was generated in ANSYS ICEM CFD v11.0 with the following specifi-
cations: tetrahedral and prismatic elements; node spacing of 0.4 mm; total height of 3 prism layers of 0.12 mm; on
average, 3 million elements. ANSYS CFX v11.0 was employed to solve the Navier-Stokes equations for the compu-
tational domain. We used the following specifications: rigid wall; incompressible Newtonian fluid (density = 1066 kg
m™3; viscosity = 0.0035 Pa s); no-slip boundary conditions; 160 timesteps per cardiac cycle of 0.8 s; 3 cardiac cycles
calculated with the results of the last cycle stored for post-processing; boundary conditions computed using the 1D
circulation model developed by Reymond et al. [10]; flow rate waveform at inlet; pressure waveform at outlets; fully
developed velocity profile from Womersley equation imposed on circular inlet.

Aneurysm dome shape descriptors were automatically calculated by @neuFuse after the operator manually outlined
the aneurysm neck. The Vascular Modeling Toolkit was used to measure bifurcation angles and cross-sectional areas
of parent and daughter vessels at 2 maximally inscribed spheres distance from the bifurcation (Fig. 1,G-H) [1,8].

Four dichotomous qualitative hemodynamic variables proposed by Cebral et al. [4] were measured using visualiza-
tions as shown in Fig. 1: flow complexity, flow stability, inflow concentration, and flow impingement. As part of the
@neurlST tool chain, many quantitative hemodynamic variables were derived from the simulation; most of them related

to the wall shear stress (WSS), pressure, or flow rate distribution. All reported values are measured at peak systole.

3 RESULTS

Fig. 3 shows boxplots of geometric and hemodynamic variables grouped by the categories of the
qualitative hemodynamic variables. The reported p-value was calculated with the Mann-Whitney
U test. We found complex flow aneurysms to have a significantly higher non-sphericity index than
simple flow aneurysms. Aneurysms with concentrated inflow jets had, as expected, significantly
smaller parts of the neck through which the blood went into aneurysm. Concentrated inflow jets
were found more often in large volume aneurysms and aneurysms with high aspect ratios. The
qualitatively measured impingement size corresponded well with the size of the aneurysm wall
part that experienced elevated pressure (i.e. pressure higher than 50% of the maximum pressure
on the aneurysm). Large impingement regions were found in aneurysms with small non-sphericity
indices, small volumes, and small aspect ratios. No significant geometric differences were found
between aneurysms with stable or unstable flow fields.

Fig. 2 shows scatter plots of geometric and hemodynamics variables. The part of the flow in
the parent vessel that entered the aneurysm correlated well with the size of the neck area (Pear-
son’s r = 0.71; p < .0001). We reasoned that the volume-averaged velocity magnitude in the
aneurysm should be related to the aneurysm volume and the influx into the aneurysm. Since the
volume-averaged velocity magnitude in turn correlated strongly with the area-averaged WSS on
the aneurysm dome (r = 0.98; p < .0001), the following was proposed:

WSS « QF V! )

where Q¥ and V!, are the influx into the aneurysm and the volume of the aneurysm, respectively.
By taking the logarithm on both sides, the equation becomes linear. Parameters k and 1 were found
through the least squares method to be: £ = 0.63 and [ = —0.67, and the right-hand side of Eq.
(1) showed good correlation with the WSS (r = 0.81; p < .0001).

Similarly, we attempted to find a relationship between the bifurcation angles and areas, and the
flow split from parent vessel to daughter vessels. The following was proposed:

m n
Qa, 4y Od,
m n
ng do ~ %dy

2
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Figure 1: Visualization of geometry and hemodynamics. WSS distribution (A); instantaneous
streamlines color-coded by the velocity magnitude (B); pressure distribution (C); velocity isosur-
face at 0.8 ms—1 (D); cutplane along parent vessel midline color-coded by velocity magnitude
(E); same as image E but at end diastole to visualize slight change in direction of flow jet (F);
cross-sectional areas at two maximally inscribed spheres distance from the bifurcation (G); bifur-
cation vectors for the parent vessel (p) and the two daughter vessels (d1 and d2) (H).
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Figure 2: Scatter plots of several geometric and hemodynamic correlations.

where Qq,, Aqg,, and o, are the flow rate, the cross-sectional area, and the angle with the parent
vessel of daughter vessel dy, respectively. The parameters were found to be: m = 0.99 and
n = —1.20. Correlation of the right-hand side of Eq. (2) with the flow split at the aneurysm
bifurcation was better (r = 0.86; p < .0001) than for each of the fractions Afﬁ /Ag; (r = 0.69;
p < .0001) and 0‘31/0‘32 (r = —0.64; p < .0001) independently.

No significant differences were found for any variables between ruptured and unruptured aneurysms,
which can be explained by the small population size.

4 CONCLUSIONS

Relationships between simple geometric descriptors and qualitative and quantitative hemodynamic
variables were found. The strong link between geometry and blood flow should be exploited by
defining new geometric features that could serve as surrogate markers of certain flow conditions.
Future work should include multivariate regression analyses to identify geometric variables that
show significant correlations with hemodynamic variables when controlling for correlations be-
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Figure 3: Boxplots of geometric and hemodynamic quantitative variables for categories of the
dichotomous qualitative variables. Outliers at 1.5 IQR from the 25th and 75th percentile are
indicated with asterisks.

tween the variables themselves. Since the parent vessel geometry is of great importance to the

aneurysmal flow [2], taking the shape of that vessel into account could potentially further refine
geometric variables.
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SUMMARY

This paper describes a preliminary study of the morphometric and hemodynamic characteristics
of the brain vascular trees using 61 reconstructed models from healthy humans. In the first part, a
few morphometric variables are defined, namely, the length and diameter ratios as a function of
the branch generation, and computed using the 61 reconstructed models. In the second part of the
paper, the feasibility of computational hemodynamics calculations in these 3D complex models is
demonstrated. For this, 3 out of the 61 models were selected and corresponding three-dimensional
meshes were generated, and the unsteady solutions of the incompressible Navier-Stokes equations
were computed.

Key Words: cerebral arterial trees, hemodynamics, morphometrics.

1. INTRODUCTION

Understanding the vascular structure and hemodynamics of the brain is important for gaining
insight into a variety of pathological conditions and the development and progression of
cerebrovascular diseases. The construction of a hemodynamics atlas or a population averaged
model of the brain is useful to characterize the hemodynamics conditions of normal subjects and
to provide a baseline for studying pathological cases. This work represents the first steps towards
these aims. Specifically, this study focused on the morphometric characterization of brain arterial
trees of healthy human subjects with the objective of providing information required for the
construction of generic arterial tree models. Secondly, CFD simulations were performed to
demonstrate the feasibility of computing 3D arterial blood flows in complex arterial networks,
which will be used for computing typical values of local hemodynamics variables along the
different arterial branches.

2. METHODS

Brain Vascular Reconstruction and Morphometric Characterization.

Human arterial arborizations from 61 healthy adults were digitally traced using image stacks
acquired from 3T time-of-flight MRA that spanned the entire cerebral volume at 0.6mm isotropic
resolution [1]. The segmentation process was performed using previously developed tools used to
create 3D neuronal reconstructions [2]. The six mayor subtrees stemming from the circle of
Willis were identified for each of the data sets and represented as a series of interconnected
tapering cylinders characterized by their ending XYZ coordinates, diameter, and link to the
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previous node. In order to characterize the morphometry of the arterial trees, a number of
geometrical properties have to be calculated. For instance, the branch length and diameter ratios
at each of the bifurcation nodes, are obtained from:
I CREO pi _ D1+ DEN/2
L Li D Di

where R} and R}, are the branch length and branch diameter ratios respectively, computed at the
ith bifurcation (or equivalent, at the ith branch generation). The length (diameter) of a branch
(L/D) is the sum (average) of the lengths (diameters) of the individual cylinders that define the
branch. Since, at the bifurcations, a single branch (parent) splits into two branches (daughters),
the corresponding geometrical variables of the daughter branches are averaged in order to get a
single value.

Computational Hemodynamics Modelling.

The computational arterial network model consists in the circle of Willis and its six stemming
trees. The process of generating a three-dimensional mesh suitable for finite element
computations starts by generating triangulated tubular surfaces along each of the branches of the
arterial model. This is carried out by fitting a cubic spline using the coordinates and diameters
from the reconstructed vessels and generating corresponding tubular surfaces following the
splined curve. Triangulated spheres are also placed at both ends of the tubular surfaces in order to
generate a closed discrete surface model. This collection of intersecting (but disconnected)
discrete surfaces is merged into one single watertight surface that represents the vascular wall.
This step is carried out by first embedding the collection of discrete surfaces into a three-
dimensional background mesh. This mesh is adaptively refined several times around the discrete
surfaces in order to capture in detail the surface topography. Then, the (signed) distance function
to each of the surfaces is computed and an iso-surface of zero-value is extracted. Using
information from the reconstructed arterial vessels, the tips of all the terminal branches
(inflows/outflows) are identified and cut perpendicularly to the vessel axis. The surface mesh is
then fed into a three-dimensional advancing front mesh generator [3] which produces the three-
dimensional volumetric grid.

The unsteady solution of the incompressible Navier-Stokes equations is computed using an
implicit incompressible flow solver [4]. Boundary conditions are specified by prescribing
pulsatile flows at the outlets, constant pressure at the inlets and no-slip boundary conditions at the
wall. This selection of the boundary condition is consistent with the fact that at the inflow of the
circle of Willis, the pressure is assumed to be roughly constant, while the pulsatile outflow
conditions allows for a fine tuning of internal flow division in order to get a realistic result.

3. RESULTS

Preliminary Morphometric Characterization of the Arterial Trees Reconstructions.

The 61 reconstructed arterial trees where characterized by computing the length and diameter
ratios as a function of the branch generation for the six mayor subtrees stemming from the circle
of Willis, namely, left and right MCA, ACA and PCA. Figure 1 shows the evolution of the length
and diameter ratios for each one of the six mayor subtrees. The length ratios up to generation 13
are all above one, indicating that at the beginning, the daughter/son branches are larger than the
parent branches. However, it appears that the total average value (average of the 6 subtrees
values) decreases as the branch generation order increases, which may indicate that the length
ratio will eventually fall bellow one (daughter branches smaller than parent branches) after a
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certain number of generations. On the other hand, the diameter ratios seem to have a constant
(fractal) behavior, with a total average value close to 0.9. The increase in the variability of the
diameter ratios for generations above 10 is most likely due to the fact that not all the
reconstructed subtrees have that many generations and consequently the average value is
computed with just a few values.

LENGTH RATIOS DIAMETER RATIOS
G 1.2
1 1 -
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Figure 1: Average values of the length and diameter ratios as a function of the branch generation from the
61 reconstructed cerebral trees models.

Feasibility of Computational Hemodynamic Modelling.

Three cerebral vascular models were selected to demonstrate the feasibility of 3D pulsatile CFD
calculations. Meshes of about 20 million tetrahedral elements were obtained for each of the
models. Pulsatile boundary conditions at the outflows were selected so that the wall shear stress
(WSS) at all the terminal branches is about 15 dyne/cm?®. A constant pressure (p=0) was set at the
three inflow boundaries. Two complete cardiac cycles were computed for each of the three cases.
The total compute time was about 42 hours for each run on a desktop workstation (32GB of ram).
Figure 2 shows the WSS distributions obtained for each of the cases.

Figure 2: Peak wall shear stress distribution corresponding to computational hemodynamics simulation of
three reconstructed brain vascular models.

The highest values of the WSS were observed between generations one and two of the six
principal subtrees. However, these values were found to be unphysiologic high. This is due to an
improper balance of the blood flow within the arterial trees, which produces very high velocities
in small arteries in order to comply with the total outflow condition. This suggests that a better
criteria for selection of boundary conditions is required. For instance, inspired be the principle of
minimum work, this new criteria should seek to produce more balanced flow divisions and a
WSS distribution that is as uniform as possible across the model.
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4. CONCLUSIONS

Human arterial networks were reconstructed from 61 healthy adults using 3T time-of-flight MRA
images that spanned the entire brain. The six mayor subtrees emanating from the circle of Willis
were extracted from the models and analyzed using a few morphometric variables, namely, the
length and diameter ratios as a function of the branch order. The results showed that these
morphometric characterizations could be successfully used to build a baseline population
averaged brain vascular model.

The feasibility of computational hemodynamics calculations was demonstrated using three
subject specific geometries and pulsatile flows. The results showed that this type of calculations
can be successfully performed in a reasonable time frame (less than 2 days for each model).
Boundary conditions for these types of simulations need to be studied in order to obtain more
realistic results. In particular, a new criteria to impose the flow divisions within the arterial trees,
and subsequently, the total distribution of the WSS need to be investigated. This type of
calculations will provide detailed information about the local hemodynamics variables along the
arterial branches of the cerebrovasculature, which can ultimately be used for constructing a
baseline statistical model of the brain hemodynamics.
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SUMMARY

Interfacial shear stresses play a biologically important role in the environs of the cardiac valve.
Thus, it is highly desirable to treat the interface in a Lagrangian framework, where fluid shear
stresses can be correctly resolved. Adoption of a Lagrangian framework, however, poses signif-
icant challenges in terms of grid management, especially during contact and re-opening of the
valve. Herein, we present a novel numerical paradigm for ALE motion that reduces the need
for expensive edge flip operations even in the presence of motions such as contact where other
approaches break down. Specifically, we apply the method of gradient-weighted moving finite
elements (GWMFE) to optimize mesh motion throughout the simulation. Element collapse is pre-
vented by adopting regularization force that is related to integrator truncation error. As a result,
contact and re-opening are dealt with in a very natural way. No offsets nor fictitious forces need be
defined. We first present the broad outlines of the approach and then demonstrate its application
to two canonical problems which illustrate the robustness of the technique even in the absence of
local edge-flipping operations.

This work was in part supported by National Institutes of Health (NIH) Research ROTHL(092926-
01A2 (Karyn S. Kunzelman, PI)

Key Words: cardiac valves, fluid-structure interaction, blood flow, wall shear stress.

1 INTRODUCTION

Computational mesh dynamics (CMD) in ALE-based fluid-structure interaction (FSI) simulations
strongly influences simulation performance, robustness and accuracy. To be effective, CMD al-
gorithms should preserve element quality and anisotropy over the simulation while minimizing
the need for remeshing. At the same time, they should be problem-independent. FSI simulations
of cardiac valves are among the most challenging problems for CMD because a mesh singularity
occurs when the valve opens and closes changing the topology of the problem. Typically, interface
capturing techniques are used to address this problem, such that the valve mesh travels though the
fluid mesh, both having separate topologies. However, this approach sacrifices accuracy at the
interface and furthermore mechanisms must be introduced to deal with contact between the valve
surfaces. Below we present a novel paradigm for CMD that robustly enables Lagrangian tracking
of the valve interface, while handling contact in a natural way.
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2 THEORY

Briefly, the momentum equation for the fluid is given as:

P = oz, + pfi, ey

where D is the material derivative, u is the velocity, ;; is the stress tensor, p is the density and f;
is a vector of external body forces. In an ALE formulation, the material derivative is expressed as:

D’U,Z' . Guz + 8u1
Dt Ot = Oxj
where v; is the mesh velocity. The focus of the approach to CMD based on GWMFE is the robust
specification of v; in the presence of large deformation and contact-related mesh singularities.

(uj — Y ) ) ()

Applied to motion of surfaces, GWMFE evolves a piecewise linear triangular mesh to minimize
the error in normal surface velocity over the set of all possible nodal motions. In [1] the method
was used to compute mean curvature motion of surfaces with additional equations added to evolve
an attached tetrahedral mesh.

The surface velocities in [1] were driven by mean curvature motion, while here they are driven by
solution of Equation 1. However, the situation is similar: a) normal surface velocities represent
motions derived from physical considerations b) tangential surface velocities can be arbitrary in
nearly planar regions since they do not affect normal surface motion, and c) interior node velocities
are completely arbitrary. Since the velocities in b) and c) are arbitrary, we are free to devise
velocities that improve mesh quality and CFD solution quality. A key observation is that the
arbitrariness of the tangential surface velocities hinges on the notion of what is ’nearly planar’. In
fact, if the triangular surface neighborhood of a vertex V can be sandwiched between two parallel
planes separated by no more than 7 — the truncation error of the integrator — then computationally
the neighborhood of V is indistinguishable from a perfect planar neighborhood. Thus, in [1] as
well as this work, regularization forces are introduced whose strength is a function of the truncation
error.

Assuming the FSI solver suggests velocities v on the solid-fluid interface, GWMFE solves for
final velocities v on the surface and in the fluid domain (Algorithm 1). The normal velocity
components of supplied surface velocity will be essentially preserved, so that

AZEB IR IR i B (3)

where ¢ is an interface node and 1n is surface normal. To obtain the velocities v; = X;, the
following ODE system is solved with an implicit solver using timesteps dtgwnmre independent of
timesteps dtgs; used in the FSI solver:

|:/ (ﬁﬁTO[Z‘Oéj + Igevisc(vsai . Vsaj)) dsS + /Iggvisc(v&i . V&j) av )'{j

= /VO : ﬁﬁal dS - Equalei Qtri - gqualvxz' Qtet 9 1 é Z S N (4)

When regularization terms involving €., €viccs €qual; €qua ar€ neglected, what remains is the un-
regularized GWMFE method

|:/ flflTCkiOéj dS:| ).(j = /V() . ﬁﬁai ds. (5)
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Here «; is the piecewise linear hat function for the 7th surface node which is 1 at x; and is zero at
all other surface nodes j. vg is the surface velocity, which is assumed to vary piecewise linearly,
and is supplied by the FSI solver. It is easy to show that solution of (5) gives (3) with equality,
but a unique solution will not exist when the surface exhibits planar degeneracy at any point, so
regularization is needed.

The second term on the left-hand side of (4) is surface grid viscosity:

|:/ Igevisc(vsai : vsaj) dS 5(.7 (6)

Here I3 is the 3x3 identity matrix and Vgay; is gradient with respect to surface parametrization
of the surface piecewise linear basis function «;. This term creates a viscous medium for node
motions within the surface and removes the ambiguity of GWMFE node motion when the surface
has planar degeneracy.

The last term on the left-hand side is volume grid viscosity:
{ / Isé.... (Vi - Vay) dv} X;. 7

Here &; is the piecewise linear tetrahedral basis function which is 1 on node 7 and zero at other
nodes. This term can be seen as the inner product of a; with —Eie V2 (Zj djiij), the negative
Laplacian of the grid velocity in the fluid interior, multiplied by the tiny parameter €. The
presence of this term ties all grid node motions together and essentially makes nodes travel in a
viscous medium. It also reveals the connection of GWMEFE to standard ALE formulations.

The middle and last terms on the right hand side of (4) are grid quality regularization terms that
tend to prevent collapse of triangles within the surface and to prevent collapse of tetrahedra within
the volume. Here Q' is a ’triangle quality energy’ which is essentially the sum of the squares
of the aspect ratios of all the surface triangles and Q' is a ’tetrahedral quality energy’ which is
essentially the sum of the squares of the aspect ratios of all the interior tetrahedra. The factors
€quals €qua are€ chosen in system (4) so that collapse is averted when inscribed radius is on the
order of 7, the truncation error used by the integrator when solving the system. Arguably, this is
the most “natural” choice possible.

Data: initial time ¢, simulation end time %4, grid node positions x, mesh topology, and
field variables u

while ¢ < t¢,q do
[determine appropriate FSI timestep based on values of x and u]

dtrss =GETFSITIMESTEP(x,u)

ttarg — t+ dtpg

[FSI code determines proposed surface velocities v for time interval [¢, ¢yarg]]
Vo = GETFSISURFACEVELOCITIES(,ttarg,X,11)

[Compute final surface and interior fluid velocities v using GWMFE with timestepping
dtaware independent of dtpg]

v = GETGWMFEVELOCITIES(t,ttarg, X, V()

[update field variables u, grid node positions x, and time ¢]

call UPDATEFSIFIELDVARIABLES(¢,ttarg, X, V, 1)

X «— X+ V- dtpg

t— trarg

end

Algorithm 1: Coupling of FSI code with GWMFE computational mesh dynamics
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Figure 1: A: indefinite rotation of ball without mesh inversion with no topology change. B:
Collision of ball with wall, keeping all elements positively oriented. Asymptotic solution of mesh
movement system is no motion with elements trapped between ball and wall having inscribed radii
on the order of the integrator truncation error.

3 CANONICAL EXAMPLE

In Figure 1 on the left, we show the effect of regularized GWMFE motion on the grid surrounding a
ball that is rotating in a 3D domain with constant angular velocity. Without any grid reconnection,
the mesh maintains positive tet volumes, while the surface triangles on the the ball all maintain
correct orientation. This happy situation is maintained for an indefinite number of rotations.

On the right we translate a ball with constant velocity to the right side of the domain. At a certain
time the problem becomes ill-defined, since the ball should penetrate the wall, yet the wall is rigid.
The GWMEE system elegantly solves the problem in a natural fashion by continuing the motion
of the ball until the tetrahedra that are trapped between the ball and the wall get inscribed radii on
the order of 7 the truncation error. At this point, the regularization terms in the system take over
and lock up the trapped tetrahedra.

4 CONCLUSIONS

We have developed a robust mesh movement system that couples FSI surface movement to fluid
mesh movement. The terms appearing in the system allow for unparalleled robust mesh movement
which is necessary for challenging realistic cardiac FSI simulations.
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SUMMARY

The immersed boundary (IB) method is a mathematical and computational approach to fluid-
structure interaction problems in which an elastic structure is immersed in a viscous incompress-
ible fluid. The IB approach to such problems is to describe the elasticity of the structure in La-
grangian form, and to describe the momentum, viscosity, and incompressibility of the coupled
fluid-structure system in Eulerian form. Lagrangian and Eulerian variables are coupled by inte-
gral transforms with Dirac delta function kernels. Many IB models describe the elasticity of the
immersed structure in terms of families of elastic fibers; however, the use of fiber-based elasticity
models is not an essential aspect of the IB formulation. We shall describe one possible extension
of the IB method to use more general elasticity models that permit finite element discretizations,
and we shall present results obtained by applying both the conventional IB method and also our
extended IB method to the simulation of the three-dimensional fluid dynamics of the aortic heart
valve.

Key Words: heart valves, blood flow, fluid-structure interaction.

1 INTRODUCTION

Approximately 250,000 procedures are performed annually to repair or replace damaged or de-
stroyed heart valves, and approximately 50,000 aortic valve replacements are performed annually
to treat severe aortic stenosis. Many of the difficulties of replacement cardiac valves are related to
the fluid dynamics of the replacement valve. Mathematical and computational models of cardiac
fluid-structure interaction can offer insight into the mechanisms of valve function and dysfunction
and therefore have the potential to improve the treatments available to the many patients suffering
from valvular heart diseases.

The immersed boundary (IB) method [1] is a mathematical and computational approach to fluid-
structure interaction problems that was introduced to model the fluid dynamics of heart valves
[2,3], and has subsequently been applied to a broad range of problems in biological fluid mechan-
ics. The IB formulation treats problems in which an elastic structure is immersed in a viscous
incompressible fluid. The IB approach to such problems is to describe the elasticity of the im-
mersed structure in Lagrangian form, to describe the momentum, viscosity, and incompressibility
of the coupled fluid-structure system in Eulerian form, and to couple the Lagrangian and Eulerian
variables by integral equations with Dirac delta function kernels. Discretized versions of the IB
method generally approximate the Lagrangian variables on a moving curvilinear mesh and the
Eulerian variables on a Cartesian grid. The Lagrangian-Eulerian interaction equations are approx-

imated by replacing the singular delta function with a regularized version of the delta function.
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Many IB models of fluid-structure interaction describe the elasticity of the immersed structure in
terms of families of fibers. Although fiber-based elasticity models are well-suited to describe the
anisotropic materials commonly encountered in biological applications, it is difficult combine the
fiber-based modeling approach with experimentally characterized constitutive laws. The use of
fiber models is not essential to the IB methodology, however, and several recent extensions of the
1B method allow for more general elasticity models that permit finite element discretizations [4—6].
We shall describe a new approach to employing finite element mechanics models with the IB
method [7] and present initial results obtained by using this method to simulate the mechanics
of the aortic heart valve. We shall also present recent simulations of the aortic valve that use an
improved version of a more conventional IB method [8,9]. These simulations are among the first
three-dimensional IB models of cardiac fluid dynamics to consider multiple cardiac cycles with
realistic driving and loading conditions.

2 MATHEMATICAL FORMULATION

Let x = (x1,72,73) € Q denote Cartesian physical coordinates, with  C R? denoting the
physical region that is occupied by the coupled fluid-structure system; let s = (s1,s2,53) € U
denote Lagrangian material coordinates that are attached to the immersed elastic structure, with
U C R3 denoting the Lagrangian coordinate domain; and let X(s,t) € €2 denote the physical
position of material point s at time ¢. The IB formulation of the equations of motion for the
fluid-structure system is:

p <?91tl<X, t) +u(x,1) - Vu(x,t)> = = Vp(x,t) + uV2u(x,t) + f(x,1), M
V- u(x,t) =0, @)

f(x,t) = /UF(s,t)(S(x— X(s,t))ds, 3)

%}§<S’t) = /Qu(x,t)é(x — X(s,t))dx, 4)

F(s,t) = F[X(-1)], ®)

in which u(x, t) is the Eulerian velocity field, p(x, t) is the Eulerian pressure, f(x,¢) is the Eu-
lerian elastic force density (i.e., the elastic force density with respect to the physical coordinate
system, so that f(x, t) dx has units of force), F(s,t) is the Lagrangian elastic force density (i.e.,
the elastic force density with respect to the material coordinate system, so that F(s, t) ds has units
of force), F : X — F is a functional that specifies the Lagrangian elastic force in terms of the de-
formation of the structure, and 6(x) = d(x1) d(x2) d(x3) is the three-dimensional delta function.

For a fiber-based elasticity models, it is convenient to assume a fiber-aligned Lagrangian coor-
dinate system, so that (s1, s2) labels a particular fiber and the mapping s3 — X(s!, 59, s3) is a
parametric representation of the fiber labeled by (s1, s2) = (59, s9). With this coordinate system,

it is possible to determine the Lagrangian elastic force density via [9]

0 0?2 9?X 92X
F(s,t) = 953 (TT) + 952 (Cb(s) <8s§ — 83%)) , (6)

in which 7" is the fiber tension, 7 = 90X /Js3/ [0X/0s3] is the fiber-aligned unit tangent vector,
¢p(s) is the fiber bending rigidity, and X = X(s) is a reference configuration.

It is also possible to specify the elasticity of the immersed structure in terms of a Lagrangian elastic

stress tensor. In the IB formulation, it is most convenient to use the first Piola-Kirchhoff elastic
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Figure 1: Schematic diagram of the model showing the coupling between the detailed fluid-
structure interaction model and the reduced circulation models that provide physiological driv-
ing and loading conditions. The model vessel is coupled via the upstream boundary Q% to a
prescribed left-ventricular pressure source that drives flow through the valve. At the downstream
boundary 9Q"°, the model vessel is coupled to a circulation model that provides a realistic pres-
sure load. The open boundary 9Q° provides a constant-pressure fluid reservoir that balances any
changes in the volume of the vessel.
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Figure 2: Results from a three-dimensional adaptive IB simulation of the aortic valve. A-B: Flow
through the model valve as indicated by passively advected markers particles. C: Pressure in the
model valve plotted along a plane that bisects one of the valve leaflets at the time of peak flow.
At this point in the simulation, the pressure difference across the valve is 7.9 mmHg. The max-
imum systolic pressure difference is 12.9 mmHg, which is in good agreement with experimental
observations [10]. D: Same as C, but also showing the two-level adaptive grid.

stress tensor IP°(s, t), and to use a weak formulation to determine the corresponding Lagrangian
elastic force density, so that F (s, ¢) is defined in terms of P°(s, ¢) via [7]

/ F(s,t) - v(X(s,t))ds = —/ Pe(s,t) : Vsv(X(s,t))ds, (7
U

U

in which v(x) is an arbitrary test function that is not assumed to vanish on OU .

3 RESULTS

Using an adaptive version of the IB method, we have performed simulations of the fluid dynamics
of the aortic valve. A schematic diagram of our aortic valve model is shown in fig. 1. Represen-
tative results obtained using a fiber-based elasticity model are shown in fig. 2. Preliminary results
obtained by using a finite element model of the aortic wall are shown in fig. 3.
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Figure 3: Preliminary results from a three-dimensional adaptive IB simulation of aortic valve
dynamics using a finite element model of the vessel wall. A. The opening dynamics of the valve,
shown at equally spaced time intervals, as viewed from the ascending aorta. B. Same as A, but
also showing a cross-sectional view of the vessel wall. C. Same as the rightmost panel of B, but
also showing instantaneous flow streamlines.
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SUMMARY

Lumped parameter (OD) and one-dimensional (1D) models of the cardiovascular system generally
employ ideal cardiac and/or venous valves that open and close instantaneously. However, under
normal or pathological conditions, valves can exhibit complex motions that are mainly determined
by the instantaneous difference between upstream and downstream pressures. We present a simple
valve model that predicts valve motion on the basis of this pressure difference, and can be used
to investigate not only valve pathology, but a wide range of cardiac and vascular factors that are
likely to influence valve motion.

Key Words: aortic valve, pulmonary valve, mitral valve, tricuspid valve, venous valve, stenosis,
regurgitation, pulmonary hypertension.

1 INTRODUCTION

Cardiac and venous valves play a crucial role in the function of the cardiovascular system and in
recent modelling studies have been treated in one of two ways. First, in what might be termed
‘valve-centric’ modelling, 3D fluid-structure interactions are modelled in order to study, for exam-
ple, detailed fluid and cusp dynamics associated with mechanical or stenosed valves [1,2]. On the
other hand, in ‘circulation-centric’ modelling, valves form just one component of a more global
cardiovascular model and are generally represented as perfect diodes that open and close instan-
taneously or with a prescribed time-course, triggered on the basis of pressure difference or flow
thresholds [3,4]. The first approach provides information about valve dynamics, but only with re-
spect to local phenomena. In the second approach, a wide range of cardiovascular interactions are
accounted for, but their influence on valve dynamics remains unclear. The purpose of this study
was therefore to formulate a simple model of valve dynamics that can be easily incorporated into
0D/1D models and applied to any cardiac or vascular valve, thus allowing study of system-level
cardio-valvar-vascular interactions.

2 MAIN BODY

Although valve motion is known to be influenced by a number of complex factors, such as vortex
dynamics and the function of the valvar apparatus, the most important factor appears to be the
dynamic pressure difference across the valve. In order to formulate a simple model, we therefore
assume that the rate of valve opening and closure is determined by only two variables, 1) the
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pressure difference (Ap), and 2) the current position (or ‘state’) of the valve. The net pressure
drop across an open valve can be approximated by the Bernoulli equation [4] as

dg

Ap=RB L
p = Bqlq| + o

ey
where ¢ is flow. The Bernoulli resistance (B) governs pressure differences related to convective
acceleration and dynamic pressure losses caused by the diverging flow field downstream to the
vena contracta, and is given by B = p/( 2A§H), where Aqg is an effective cross-sectional area and
p is blood density (1.06 g/lcm?). Blood inertance (L) accounts for the component of Ap related to
blood acceleration and is given by L = plog/Aesr, Wwhere log is an effective length. Note that Aog
incorporates pressure recovery downstream to the vena contracta and is therefore generally larger
than the commonly-employed ‘effective orifice area’. To model dynamic A.g, we define an index
of valve state (0 < ( < 1; { = 0, closed valve; ( = 1, open valve) such that

Aeﬁ(t) = [Aeﬁ,max(t) - Aeﬁ,min (t)] C(t) + Aeﬂ",min(t) (2)

To allow representation of valve regurgitation, stenosis and varying annulus area (A,y,), maximum
(Aefr,max) and minimum (Aeg min) valve areas can be further expressed as

Aeff,min(t> - MrgAann(t) 5 Aeff,max(t) - MstAann(t) (3)

In this study, we assume A,p, is constant. The parameters M,; and M take values between 0
and 1. For a healthy valve, M;; = 0 and Mg = 1. A valve with M, > 0 corresponds to a leaky
(or regurgitant) valve, since Aeg min > 0 and total closure cannot occur. In the limit, M,z = 1
corresponds with an absent valve. By contrast, Mg < 1 corresponds to a stenosed valve (reduced
Aeff max) or in the extreme, when M; = 0, an atretic valve.

Smooth valve motion requires that the rate of opening/closure approach zero as the valve ap-
proaches a fully open/closed position. Assuming that valve opening commences when Ap exceeds
a threshold pressure (popen ), the rate of opening is thus considered to proceed according to

d¢
E = (1 - C) Ky, (Ap - popen) 4)
where K., is a rate coefficient (units: mmHg~'s~!) for valve opening. Thus, valve opening occurs
at a faster rate when the instantaneous pressure difference is greater and, for a given pressure
difference, at a slower rate as the valve approaches a fully open position. Similarly, valve closure
commences when Ap < pclose and is governed by the rate coefficient K.,

d¢

E = CKVC (Ap + pclose) 5)

To demonstrate the versatility of the proposed valve model, the four cardiac valves as well as one
venous valve are incorporated into a simple closed-loop OD/1D model of the circulation (Figure
1A). The mitral and tricuspid valves form part of a OD atrium-valve-ventricle compartment (Fig-
ure 1B) in which heart chambers are represented by the standard time-varying elastance model.
The left/right ventricles (LV/RV) are coupled to short 1D outflow tract segments and the aor-
tic/pulmonary valves. Large arteries and veins are represented as 1D vessels [3], while systemic
and pulmonary peripheral vascular beds are represented by the 0D compartment shown in Figure
1C. All valve threshold pressures are assumed to be zero, except for p¢jose Of the venous valve (3
mmHg), based on [5]. See legend of Figure 2 for other valve parameter values.

For a generic valve, Figure 1D demonstrates the dependence of valve state on instantaneous Ap.
Note that as the amplitude of Ap increases, the valve opens or closes at a faster rate. Figure 2 shows
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Figure 1: (A) Schematic of the 0D/1D circulation model, where 0D compartments (boxes) are connected by 1D seg-
ments (thick lines). (B) An atrium(‘a’)-valve(‘av’)-ventricular(‘v’) compartment represents left/right sides of the heart.
Each chamber is represented as a time-varying elastance (£) and pressure-dependent source resistance (R). See text for
description of valve parameters. (C) Peripheral vascular bed model, instantiated as ‘Sys’ and ‘Pulm’ in (A), consisting
of arterial and venous characteristic impedances (Zart, Zven) and compliances (Cart, Cven), and a pressure-dependent
capillary resistance (Ccap). (D) The dependence of valve state (¢, black line) on a time-varying pressure difference (Ap,
grey line) of increasing amplitude. Abbreviations: AV=Aortic Valve; LA=Left Atrium; LV=Left Ventricle; lvot=left
ventricular outflow tract; MV=Mitral Valve; pa=pulmonary artery; Pulm=Pulmonary vascular bed; pv=pulmonary vein;
PV=Pulmonary valve; RA=Right Atrium; RV=Right Ventricle; rvot=right ventricular outflow tract; sa=systemic artery;
sv=systemic vein; Sys=Systemic vascular bed; TV=Tricuspid Valve; VV=Venous Valve

the simulated valve dynamics for all valves in the 0D/1D model under normal haemodynamic
conditions (black lines) and under various pathological conditions (grey lines), as described below.

Under normal conditions, the aortic valve (Figure 2A) exhibits four phases that have been observed
in vivo [6,7] and are predicted by the model, 1) rapid valve opening when LV pressure initially rises
above aortic pressure, followed by 2) a short period in which the valve remains fully open, 3) a
slow closure phase during the second-half of systole and 4) rapid closure when the ventricle begins
relaxing. With aortic stenosis, the valve opens and closes more slowly (e.g. due to calcification of
valve cusps) and reaches a smaller A.g when maximally open [7].

The pulmonary valve (Figure 2B) has a similar motion to the aortic valve under normal conditions,
although there is no clear distinction between slow and rapid valve closure phases [8]. A promi-
nent mid-systolic notching is commonly seen in patients with pulmonary hypertension [8] and is
predicted by the model.

The normal mitral valve (Figure 2C) undergoes 1) rapid opening in early diastole when LV pres-
sure falls below left atrial (LA) pressure, 2) partial closure during diastasis when LV-LA Ap
reverses and then oscillates around zero, 3) full re-opening when LA contraction causes Ap to rise
and 4) rapid closure due to LA relaxation and LV contraction [9]. The stenosed mitral valve is
restricted when open (lower A.g) but remains open throughout diastole [9].

The tricuspid valve (Figure 2D) has a similar motion to the mitral valve under normal conditions
[10]. With tricuspid regurgitation, the valve never achieves full closure, leading to substantial
retrograde flow during ventricular systole and a loss of the partial closure phase during diastole.

Venous valves (Figure 2E) are normally open throughout the cardiac cycle, despite a small amount
of reverse flow [5]. However, tricuspid regurgitation leads to elevated right atrial pressure and
probably causes substantial venous valve motion to prevent reflux [11].
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Figure 2: Instantaneous effective valve area (A.g) for the valves in the closed-loop circulation model (Figure 1A)
under normal physiological conditions (black line) and for a pathological state (grey line) as follows, (A) Aortic valve,
aortic stenosis (Mg, = 0.5, Kyvo = Kyc = 0.001); (B) pulmonary valve, pulmonary hypertension (Pulmonary Rar T,
Cart |, Erv 1); (C) mitral valve, mitral stenosis (Mg = 0.3); (D) tricuspid valve, tricuspid regurgitation (Mg = 0.5,
Era 1, Erv 1); (E) venous valve, tricuspid regurgitation (as in D). For normal valves, estimated Ko/ K. values are
(A) 0.012/0.012, (B) 0.02/0.02, (C) 0.03/0.04, (D) 0.03/0.04 and (E) 0.03/0.03.

3 CONCLUSIONS

The simple model of valve dynamics proposed in this study is suitable for OD/1D cardiovascular
models and is able to predict typical features of valve motion in normal and pathological condi-
tions. Further work is required to elucidate the limitations and potential uses of this model.
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SUMMARY
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1. INTRODUCTION

Recent finite element (FE) models provide increasingly accurate descriptions of the deformations,
stresses and dynamics experienced by the aortic valve [1,2]. To gain clinical applicability and
facilitate planning for aortic valve repair, these models must make it possible to address
asymmetric valves of various sizes, correct dimensions of specific valve components and
represent the valve transformations from unpressurized to physiologically loaded. The goal of this
study was to create such a model and evaluate its capability to simulate: 1) correct function in
normal valves, 2) aortic regurgitation due to annular dilatation and/or leaflet prolapse in diseased
valves, and 3) surgical techniques for the correction of leaflet dimensions.

2. METHODS AND RESULTS

Methods: Fifteen three-dimensional points and eight
additional parameters were defined to represent a typical
trileaflet aortic valve without symmetries. From these
data, lines and curves were drawn using MatLab (The
MathWorks) to represent the leaflet contours in partially
closed position, the aortic sinuses, the left ventricular
outflow tract (LVOT) and the ascending aorta. These
curves formed the edges of linear and bicubic Coons
surfaces [3], each of which was discretized using
structured meshing. The process was repeated to produce
several layers. A structured hexahedral FE mesh of the
whole valve (Fig. 1) was finally generated by connecting Figure 1: Scalable finite element model of an
the nodes from adjacent surfaces. All subsequent , ‘.. ive Green: ascending aorta and aortic
analyses of the valve were done with commercial FE ginuses; blue: leaflets; red: base of the valve,
software LS-Dyna (LSTC). The leaflets and the aortic including the LVOT.
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tissues were modeled as hyperelastic, transversely isotropic materials using Guccione et al.’s
model [4]. The dimensions for a symmetric model (Table 1) were obtained from published
measurements of a rubber silicone mold cast in an unpressurized human aortic valve: series 7 in
[5]. The material constants c;, ¢, ¢;3 in Table 1 were determined such as to reproduce the
deformations of the valve under static pressurization from 0 to 120 mmHg as described in [5].

Table 1: Symmetric model parameters. Dimensions in mm. C: commissure; L: leaflet; A: aorta.

Base radius C. radius Valve height Sinus height L. height L. length
11.75 9.10 17.8 18.33 16 30
C. height L. thickness A. thickness Sinus radius Sinus max. radius height

7.1 0.50 1.52 13.30 10
A. ¢, (kPa) A .y (-) A ci(-) L. ¢, (kPa) L.c(-) L.c3(-)
14.30 4.55 6.10 1.00 200 50

The valve model was then studied over one cardiac cycle by application of known
pressure pulses. Since the analysis started from the unpressurized geometry, the pressure was
ramped from O up to 80 mmHg before the cardiac cycle started in early systole. In addition, a
longitudinal stretch ratio of 1.20 was applied to the whole valve to mimic physiological
conditions [6]. The geometric orifice area (GOA) as a function of time was measured from the
valve model to evaluate its opening and closing characteristics. Since real valves are rarely
symmetric, the individual leaflets dimensions shown in Table 2, and consistent with published
measurements [7], were implemented in an asymmetric model.

Table 2: Asymmetric model parameters. Dimensions in mm. FE: leaflet free edge length, LH: leaflet height.

Right FE Right LH Left FE Left LH Non-coron. FE ~ Non-coron. LH

31 15 29 16 30 16

In further modifications of the symmetric and asymmetric models, the LVOT and
commissural radii were increased, and the longitudinal stretch ratio decreased until the closed
valve exhibited a central hole. This created regurgitant (leaky) valves whose surgical repair was
to be simulated.

During a repair procedure of the remodeling type, the aortic sinuses and the ascending
aorta are replaced by a Dacron tube graft recreating pseudo sinuses [8]. In the model, the graft
material was idealized as isotropic, linearly elastic, with an elastic modulus of 6 MPa, and a
Poisson’s ratio of 0.49 [9]. The graft size is chosen to bring back functional dimensions to the
ascending aorta, the sinotubular junction and the aortic sinuses. Additional annuloplasty may be
used to decrease the dilated LVOT. Depending on the valve geometry and degree of asymmetry,
leaflet prolapse, where one leaflet free edge sits below the others while the valve is closing, may
compromise the correct sealing of the valve. This requires a customized correction of the leaflet
dimensions.

Herein, three existing leaflet correction techniques [10] were simulated: leaflet
resuspension (sutures are run all along the leaflet free edge), leaflet central plication (sutures are
placed at the leaflet center, and run perpendicular to the free edge over 5-10 mm) and leaflet
commissural plication (sutures are placed at both commissures of the leaflet). Accordingly,
depending on the case, special finite elements representing 7-0 polypropylene sutures were placed
along the leaflet free edge length, at the leaflet center or the leaflet commissures. Each of these
elements connected two selected nodes of the leaflet tissue and was instructed to shrink by a
controlled amount, thereby mimicking a suture performed by the surgeon.
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Results: The approach described above successfully produced a scalable FE mesh of a trileaflet
valve (Fig. 1). Analysis of the static pressurization results showed that the dimensional
discrepancies between the symmetric model and the data in [5] were less than 12% over the 0-120
mmHg static pressure range.

During a cardiac cycle, both the symmetric and asymmetric valve models showed a
maximum GOA of 4.75 cm’, a rapid valve opening velocity of 70 cm?/s, a slow closing velocity
of 6 cm”/s and a rapid closing velocity of 33 cm”/s. These values compare well with in vivo data
obtained from transesophageal echography (TEE) in normal aortic valves [11]. While the
symmetric valve model had a perfectly symmetric closure, the right leaflet showed a slight
prolapse in the asymmetric valve model. Maximum Von Mises stresses of 840 and 1,012 kPa
were observed in the leaflets, at the commissures, during diastole, in the symmetric and
asymmetric models, respectively.

An increase by 2 mm in the LVOT diameter and by 6 mm in the commissural diameter,
combined with a decrease in the longitudinal stretch ratio to 1.00, produced regurgitant valves
with a central hole of 1 and 2 mm? in the symmetric (Fig. 2a) and asymmetric models (Fig. 2b),
respectively. The right leaflet of
the asymmetric valve showed a
pronounced prolapse (Fig. 2b).

Replacement  of  the
dilated aorta by a 24-mm graft
with pseudo sinuses restored
correct sealing in the symmetric
valve model. The asymmetric
valve model still exhibited a
pronounced prolapse of the right
leaflet, which warranted

individual leaflet correction.
A 1-mm reduction in the Figure 2: Top and side views of a) the regurgitant symmetric valve
free edge length of the right model, b) the regurgitant asymmetric valve model with prolapse of the

leaflet was implemented using right leaflet.

resuspension, central plication and commissural plication. The simulation results are summarized
in Table 3. In all the cases, the maximum stress in the leaflets was observed at the commissures,
the maximum opening of the valve was large to the point that the leaflets hit the graft wall, and
the rapid opening and slow closing velocities were about twice as large as in normal valves, while
the rapid closing velocities were in the higher normals [11]. Although all three techniques
produced competent valves, the leaflets never perfectly closed at the same level, inducing small
amounts of prolapse for different leaflets depending on the technique. Commissural plication
yielded the largest central coaptation height, and central plication the smallest.

Table 3: Descriptors of the valve function after repair combining placement of a 24-mm graft with a 1-mm reduction in
the right leaflet free edge length by three different techniques. VM: Von Mises; GOA: valve geometric orifice area;
RVO: rapid valve opening; SC: slow closing; RC: rapid closing. L: left; N: non-coronary; R: right.

Leaflet Max. VM Max. Coaptation = RVO SC RC
Correction Stress GOA Height Velocity Velocity  Velocity Comments
Technique (kPa) (cm?) (mm) (cm?/s) (cm?/s) (cm?/s)
. Slight prolapse
Resuspension 712 5.39 2.7 89 19 70 of L&N leaflets
Central Slight prolapse
Plication 752 337 1.6 o1 19 70 of R leaflet
Commissural Slight prolapse
Plication 757 >.28 2.9 o1 18 70 of R&N leaflets
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Discussion: To the authors’ knowledge, this is the first time that leaflet prolapse has been shown
in a computational model. It appears as the direct consequence of valve asymmetry. The results
from the simulation of different leaflet correction techniques illustrate that repairing an
asymmetric aortic valve can be quite challenging, a fact well known to cardiac surgeons [10]. In
the particular case considered, commissural plication produced the best overall sealing
characteristics along with acceptable dynamic performance, despite marginally higher leaflet
stresses. More analyses are granted now that a well validated computational model of the whole
aortic valve has been established. For instance, attempts can be made to minimize the interference
between the leaflets and the graft in repaired valves, and explore different amounts of leaflet
correction.

3. CONCLUSIONS

The proposed FE modeling approach gives access to unprecedented details in the function of
normal, diseased and repaired aortic valves. This could facilitate aortic valve repair planning.
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SUMMARY

In this paper, the influence of the upstream boundary condition for the numerical simulation of an
aortic Bileaflet Mechanical Heart Valve (BMHV) is studied. Two types of upstream boundary
conditions are discussed and evaluated. First, an inflow velocity profile is imposed at the inlet of
the valve. Secondly, a geometrical boundary condition is used, which implies that the flow rate is
governed by the geometrical contraction of the left-ventricle (LV). Both boundary conditions are
used to simulate a 3D case with the same BMHV. The change in time of the LV volume is
calculated such that the flow rate through the valve is identical in both cases. The dynamics of the
BMHYV are modelled using fluid-structure interaction (FSI) and only the opening phase of the
valve is simulated. The simulations show that although the results for the two cases are similar,
differences occur in the leaflet movement. In particular, when using the velocity profile, the
leaflets impact the blocking mechanism at their open position with a 25% larger angular velocity.
Therefore, when one wants to simulate the dynamics of such an impact, the upstream boundary
condition needs to be chosen carefully.

Key Words: Boundary condition, Left-ventricle, Bileaflet Mechanical Heart Valve, FSI

1. INTRODUCTION

When numerically simulating Bileaflet Mechanical Heart Valves (BMHVs), several types of
upstream boundary conditions can be used [1,2]. However, since the dynamic movement of the
valve leaflets is driven by the resulting flow field, the imposed boundary condition needs to be
chosen carefully.

Commonly, an inflow velocity profile is imposed at the inlet [1]. Another approach is to
implement a geometrical boundary condition. For a BMHV in the aortic position, this can be
done by a contracting left-ventricle (LV), as is discussed in [2].

In this paper, the use of these two upstream boundary conditions is discussed and evaluated
through 3D numerical simulations.
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2. METHODS

In this section, the used 3D cases are discussed. First, the numerical simulation of the dynamics
of a BMHYV is described. Subsequently, the details of the used boundary conditions are discussed.

2.1 Fluid-Structure Interaction simulation of the BMHV

The numerical simulation of a BMHV is a complex Fluid-Structure Interaction (FSI) problem
because the movement of the leaflets strongly interacts with the surrounding fluid motion and,
therefore, the dynamic equilibrium at the fluid-structure interface needs to be taken into account.
The dynamics of the BMHV with rigid leaflets is calculated by a recently developed FSI
algorithm [1]. This strong coupling algorithm uses separated solvers for the flow and the
structural domain. It predicts the moments (and thus the angular accelerations) for the next
coupling iteration through a linearization of Newton’s Second Law with a finite difference
approximation of the Jacobian. The components of this Jacobian are the derivatives of the
moments (exerted by the flow on the leaflets) with respect to changes in leaflet angular
accelerations. The Jacobian is numerically derived from the flow solver by variations of the
leaflet positions. A more detailed description of the FSI algorithm can be found in [1].

The BMHV used in the simulations, is a simplified model of the 25mm ATS Open Pivot Standard
Heart Valve in aortic position with the orifice inner diameter measuring 20.8mm [1].

2.2 Boundary Conditions

Downstream of the valve, the geometry consists of a rigid straight tube with diameter 22mm. A
pressure is imposed at the outlet boundary, since in a rigid geometry the pressure level does not
affect the flow field (only the pressure gradient appears in the equations).

Upstream of the valve, the flow rate is specified. This is done by the use of two different
boundary conditions, which results in two cases, as is visualised in Figure 1.

-
y

(@ (b)
Figure 1: View on the geometry of the simulated cases, with the boundary conditions.
Downstream: pressure outlet (in red). Upstream: (a) inflow velocity profile (in blue), (b) contracting LV.

In the first case, a rigid straight tube (with diameter 22mm) is placed upstream with a velocity
profile imposed at the inlet. The used velocity profile is an aortic flow pulse with a time cycle of
1s and is displayed in Figure 3.a. It is the same uniform velocity profile that is used in [1].

The second case consists upstream of a contracting LV, as is done in [2]. The shape of such a LV
is usually modelled as a prolate spheroid [3]. The short-to-long-axis ratio of the spheroid is kept
constant at 0.5, which is considered the normal reference for a human LV [4]. The change in time
of the LV volume is calculated such that the flow rate through the valve is identical in both cases.
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An end-diastolic volume of 111ml is chosen. Contraction results in an end-systolic LV volume of
approximately 41ml. Both volumes are well within the reference range for healthy men [3].

Both geometries are meshed with approximately 800 000 tetrahedral cells. Blood is modelled as a
laminar incompressible Newtonian fluid with density and viscosity equal to respectively 1050
kg/m?® and 4E-3 Pa-s. A no-slip boundary condition is applied at the walls.

3. RESULTS

The opening phase of the valve leaflets is simulated from t = Os (begin of systole) to t = 0.125s
(peak of systole). The velocity flow field is visualised in Figure 2 on a longitudinal cut plane at t
= 0.2s. It shows that the flow through the valve is similar in both geometries.
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Figure 2: Velocity flow field (in m/s) at t=0.2s. (a) inflow velocity profile, (b) contracting LV.

The movement of the leaflets is depicted in Figure 3. Since the resulting leaflet motion is
symmetric, only one of the two leaflets of each case is shown for clarity. The angular positions
(Figure 3.a) are calculated relative to the fully opened position. Therefore, 0% refers to the closed

position and 100% refers to a fully opened leaflet.
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Figure 3: Plot of the aortic flow velocity (a) and the leaflet movement: angular position (a),
angular velocity (b). Aortic flow velocity (--), Leaflet with ventricle (---), Leaflet with velocity profile (—).

The impact at the open position is zoomed at the right.
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It can be seen that although the results for the two cases are similar, differences occur in the
leaflet movement. In particular, the leaflet reaches the fully open position a little sooner when
using the velocity profile. Furthermore, when using the velocity profile, the leaflet impacts the
blocking mechanism with a 25% larger angular velocity which will result in larger stresses in the
leaflets. Also, the moments on the leaflets in the open position (after the impact) remain the
largest when using the velocity profile (Figure 4).
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Figure 4: Plot of the moments: Leaflet with ventricle (---), Leaflet with velocity profile (—).
The impact at the open position is zoomed at the right.

4. CONCLUSIONS

In this paper, two types of upstream boundary conditions are used to simulate the dynamics of a
BMHYV. A first case consists of a rigid straight tube with a velocity profile imposed at its inlet. In
the second case, the upstream rigid tube is replaced by a contracting LV. The contraction of the
LV at every time level induces a flow rate that is identical to the flow rate due to the velocity
profile. It is shown that a change in the specified upstream boundary condition can result in
different leaflet motion. In particular, when using the velocity profile, the leaflets impact the
blocking mechanism at their open position with a 25% larger angular velocity. Therefore, when
one wants to simulate the dynamics of such an impact, the upstream boundary condition needs to
be chosen carefully.
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SUMMARY

Mitral valve repair surgeries are performed for a wide variety of cardiac pathologies. The in-vivo
dynamic stress history is an essential step in the study of the repair durability. In this work, we
employed a nonlinear structural constitutive model to estimate the stress in an ovine mitral valve
anterior leaflet during the full cardiac cycle using in-vivo deformation measurements. To obtain
the leaflet mechanical properties, a series of biaxial tests were performed on the anterior leaflets
and the stress-strain data was fitted to the nonlinear constitutive model. The maximum second
Piola-Kirchhoff stress was 355 kPa and 302 kPa in the circumferential and radial directions,
respectively. The proposed method could be used to predict the dynamic changes in the leaflet
stress when the valve structure and/or loading are changed via surgical procedures.

Key Words: repair surgery, nonlinear curve fit, dynamic stress.

1. INTRODUCTION

Application of mitral valve (MV) repair surgeries is ubiquitous. Nowadays, all patients with
degenerative valvular diseases and the majority of patients with other types of valvular diseases
benefit from MV repair surgeries [1]. Currently, the main three principles of repair surgeries
defined by Carpentier [2] are: (i) preserving or restoring full leaflet motion, (ii) creating large
surface of coaptation, and (iii) remodeling and stabilizing the annulus. Following Carpentier’s
principles has reduced MV-repair-related intra-operative and short-term post-operative mortality.
Recent long-term studies using more rigorous definitions of failure, however, have identified less
optimistic results for repair durability. In most cases, failures were a result of disruption at the
leaflet, chordal, or annular suture lines. These failure modes suggest excessive tissue stress as an
etiologic factor.

The purpose of this study was to develop a method to compute the stress in the center of the MV
anterior leaflet from the dynamic in-vivo strain measured experimentally. Numerous in-vivo and
in-vitro studies (e.g.[3, 4]) have been conducted to quantify MV dynamic strain. In the current
work, we used in-vivo strain data obtained from our well-established ovine model [4] and a
nonlinear structural constitutive model [5] to calculate the leaflet in-vivo stress.
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Figure 1. Second Piola-Kirchhoff stress versus stretch for a typical equi-stress biaxial mechanical
test along with the model predicted values. S11 and S22 are the normal stress components of the
second Piola-Kirchhoff stress tensor along the circumferential and radial directions, respectively.
The data points are thinned 10 folds only for the purpose of illustration.

2. METHODOLOGY

Our structural constitutive model was described previously [5]. Briefly, the tissue level second
Piola-Kirchhoff stress tensor S was defined by

77 ens
S:j_%R(e)s N®N db (1)

with O being the fiber orientation and N being the unit vector along the undeformed fiber, both
defined in the material (undeformed) coordinate system. The effective fiber ensemble stress S
and the fiber angular distribution R (0) were defined by

57 = dyexp(doe™ ~1) @
1 ~(0-4)

R(O)= 3

() o2 CXP{ 20° } ®)

where d, and d, were fiber ensemble material parameter and R(0) was defined by a Gaussian
distribution with [ and O being its mean and standard deviation, respectively. The ensemble

Green strain € was calculated using tissue level Green strain tensor E :
e =N"EN 4)

where
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with F being the deformation gradient tensor.

To estimate the unknown parameters d, ,d,, U, and O, biaxial mechanical tests were performed

on the excised ovine MV anterior leaflet. The parameters were calculated by fitting the
experimental results to the constitutive model using MATLAB lsqcurvefit function.

The in-vivo leaflet deformation was obtained via transducer implantation in a male Dorsett sheep
with four transducers sutured on the anterior leaflet midsection. Sonomicrometry array
localization was used to determine the 3D coordinates of each transducer every 5 ms throughout
the cardiac cycle [6]. The leaflet deformation gradient were computed based on previously
detailed methods [6] via a finite element-based surface interpolation technique using a convective,
in-surface coordinate system. The in-vivo deformation gradient was subsequently multiplied by
ex-vivo-to-in-vivo deformation gradient to obtain a same reference frame for both in-vivo
sonomicrometry data and ex-vivo mechanical tests. Finally, the in-vivo stress was calculated from
the in-vivo deformation using equations (1-6) and fitted material parameters.

3. RESULTS

Figure 1 shows the results of a typical biaxial test. For a set of three-protocol experiments (S11 =
S22, S11 = 0.75 * S22, and S22 = 0.75 * S11), the fitted parameters d,,d,, i, and O were

0.0538 kPa, 34.45, 15.48°, and 3.031°, respectively. As shown in Fig. 1, the model fitted the
experimental data reasonably well (R* = 0.93 in the circumferential (11) and R* = 0.97 in the
radial (22) directions).

Figure 2 shows the in-vivo stress and strain values during three cardiac cycles. The peak stress
value was 355 kPa and 302 kPa in the circumferential and radial directions, respectively (Fig. 2a).
The strain in the circumferential direction was smaller than the circumferential direction (Fig. 2b).
In both directions, the stress value was fairly unchanged from one cardiac cycle to the next. As
shown in Fig. 2¢, the circumferential and radial stress values were maximized roughly at the peak
left ventricular pressure.

4. CONCLUSIONS

We calculated the leaflet stress from the dynamic in-vivo deformation data. Using a nonlinear
constitutive structural model provided a better estimation of the leaflet stress in comparison to
previous isotropic and orthotropic linear models (e.g. [7, 8]). Our dynamic in-vivo stress
calculation could provide a framework to evaluate the accuracy of our future structurally and
anatomically accurate MV finite-element models.

Our method could also be employed in obtaining in-vivo leaflet stress following numerous MV
repair tourniquets. A fundamental aspect of MV repair is the relation between leaflet geometry,
tissue stress and homeostasis. The long-term goal in our laboratory includes further investigating
the etiology of MV repair failure and studying how changes in leaflet tissue stress affect MV
interstitial cell biosynthetic abilities, and how these changes in-turn affect MV repair durability.
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SUMMARY

Imaging-based computational fluid-structure interaction (FSI) analysis of cardiac valve mechan-
ics is an important step toward patient-specific analysis. In addition, a Lagrangian-FSI analysis
of imaging based cardiac analysis holds the promise for robustly investigating the role of interfa-
cial shear stresses on valve mechanics in health and disease. In this study, we present a survey
of our evolving methods for performing robust Lagrangian-FSI simulations of imaging based car-
diac valve geometries in LS-DYNA, as well as outline outstanding challenges shared by the valve
modeling community. Topics include 1) development of a parallel Lagrangian incompressible FSI
solver; 2) implementation of a unified passive/active large-deformation, anisotropic, nearly in-
compressible constitutive model; 3) topologically correct image processing; 4) 3D fiber mapping;
5) grid adaptivity; 6) a novel computational mesh dynamics formulation that supports contact; 7)
and automatic prismatic boundary-layer generation. This work was in part supported by National
Institutes of Health (NIH) Research RO1HL092926-01A2 (Karyn S. Kunzelman, PI)

Key Words: cardiac valves, fluid-structure interaction, imaging.

1 LAGRANGIAN-FSIIN LS-DYNA

The new FSI solver in LS-DYNA, is a finite element - rather than finite volume - Lagrangian
method in that all interfaces are boundary fitted with the immersed structure. Internal nodes,
however, are treated in an arbitrary Lagrangian-Eulerian (ALE) manner. A summary of the method
is given in [1].

Recent developments include
1. parallel support for the solution of the equations of motion

2. automatic grid remeshing - if necessary - including, edge flips, edge-collapase and edge-
bisection

3. a robust node repositioning scheme based on Gradient Weighted Moving Finite Elements
that supports immersed contact

Results on an idealized imaging based geometry are shown in Figure 1.
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2 CARDIAC TISSUE CONSTITUTIVE MODEL IN LS-DYNA

In [2], we proposed a three-dimensional
splay invariant, based on a computation-
ally efficient approximation of a three-
dimensional Gaussian distribution of fibers.
Herein, we briefly describe the implemen-
tation of an extension of that constitutive
model as a standard material option avail-
able in LS-DYNA. The implementation in-
cludes two innovations of note for imaging-
derived cardiac valve FSI. First, an active
term for accounting for myofibers based on
the same splay invariant is included. Sec-
ond, we included a mechanism for directly
incorporating either diffusion tensor data,
or mapped fiber data from other sources,
such as histology. We briefly describe these
developments below. In terms of the 2"¢
Piola-Kirchhoff stress, the model is:

Figure 1: Lagrangian-FSI simulation of turbu-
lent flow through an idealized imaging-based aortic
valve and root.

1 _
S=krJ(J—-1)C !+ uJ ¥*DEV [4 (I -C 2)} + Za (\) J2PDEV [K;] +
> e(\) JPDEVIK] (1)

where S is the second Piola—Kirchhoff stress, J is the Jacobian and « is the bulk modulus; o; is
the passive fiber stress—strain rule for the i*" (1 or 2) fiber population. Similarly, € is the active
fiber stress-strain rule, and DEV is the deviatoric projection operator, and C is the right-Cauchy
deformation. The dispersed fourth invariant is:

A2 = tr [KC] )
where C is the isochoric part of the right Cauchy deformation. Note that, X is not a stretch in
a classical sense, as K embodies the concept of dispersion. K is called the dispersion tensor or
anisotropy tensor and is given in global coordinates. The passive (o) and active (¢) fiber models
are defined in the fiber coordinate system. In effect, K rotates and weights these 1D models, such
that they are both three-dimensional and in the Cartesian frame.

In the case where, the splay parameters described in [2] are specified, K is given by:

K; = QikiQ] 3)
L (14 e 0 0
K; = Q; 0 L(1-e) 0 Q7 )
0 0 Bk (1- o)

116



Figure 2: Computation of valvular collagen orientation based on notions of fiber synthesis.

where (); is the transformation tensor that rotates k; from local coordinates to global Cartesian
coordinates. In this case

However, in the case where diffusion tensor data is available, K is given by:

K, =Q"kQi ®)
x1 0 0
Ki=Q", | 0 x2 0 |Q (6)
0 0 xs

where the x are the DTI eigenvalues. Note that in this case the transformation goes the other way
since the x values are given in a global not local coordinate system.

These developments are important since they enable, for example in the case of the mitral valve,
a single unified approach to modeling valve leaflets, chordae, papillary muscles and myocardium.
They also enable modeling the recently discovered active behavior of valvular tissue.

3 3D FIBER MAPPING AND COMPUTATION

While the above formulation enables the direct incorporation of DTI data (or histology data), such
data are unfortunately unavailable for valve leaflets, chordaec which are finer then current DTI
resolution.

To initialize these regions, we have derived a geometric result (Figure 2) which has its roots in
an understanding of collagen synthesis and valvular mechanics. The gist of the method is that we
have some certainty with respect to some areas of alignment. For example, we know that the fiber
orientation is mostly aligned with the axis of the chordae, and the free edges of the leaflets. In
addition, we know that the fiber field to be mechanically optimal must be slowly varying.

Let 2 be the volume over which fiber orientations need be determined, and S be the set of seed
points where the fiber directions d are known. We solve Laplace’s equation for the 3x3 matrix M
over () with Dirichlet boundary data constructed from d:

VM(x) =0, xeQ\S
M(x) =dd”, xe&.
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Figure 3: Segmented imaging-based mitral valve: lateral view (left) and ventricular view (right).

The solution M(x) over 2 \ S is then decomposed into an eigenvalue decomposition:

M 0 0
M=E[ 0 X 0 |ET, (7
0 0 )3

with Ay > Ay > A3 > 0. The first (orthonormal) column vector e; in F is taken to be the fiber
direction at each point x in 2 \ S.

For completeness, it should be mentioned that the mapped fiber direction is a mean fiber direc-
tion. Mesh segmentation algorithms must be applied to differentiate ontologies corresponding to
"vessel’, ’leaflet” or chordae’ to correctly assign material behavior to each region.

4 SEMI-AUTOMATIC SEGMENTATION OF COMPLEX VALVU-
LAR GEOMETRIES

We have developed an adaptive semi-automated segmentation approach that faithfully captures
the complexities of valvular geometry while preserving correct topology. Figure 3 illustrates this
approach applied to the mitral valve.

S CONCLUSIONS

Imaging-based analysis of cardiac valve presents some formidable challenges. We have present
some of our recent developments in LS-DYNA to meet these challenges.
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SUMMARY

Pulmonary valve (PV) replacement surgery is one treatment option for infants born with
congenital pulmonary valve defects. The unloaded shape of leaflet for replacement is essential to
the normal function of PV after replacement surgery. In this study, an approach for optimal leaflet
shape design based on finite element (FE) simulation of tissue engineered pulmonary valve
(TEPV) is presented. The mechanical properties of the material for leaflet replacement are
measured by biaxial tension testing and flexural testing. The material is modelled as transversely
isotropic hyperelastic material using generalized Fung-type constitutive model for FE simulation.
The optimal shape of leaflet is determined by minimizing the error between the deformed leaflet
shapes obtained from FE simulation of TEPV and microCT scan of a native ovine PV. This study
aims to provide a guide on designing the shape of leaflet for PV replacement surgery.

Key Words: Tissue engineering, constitutive modeling, finite element, biomechanics.

1. INTRODUCTION

The pulmonary valve (PV) is located between the right ventricle and pulmonary artery. The
normal pulmonary valve has three leaflets. The three leaflets open to permit the blood to flow into
the pulmonary artery during ventricular systole, and close to prevent the blood backflow into the
right ventricle at the end of systole. The movement of the three leaflets is critical to the function
of the pulmonary valve. PV replacement surgery is one treatment option for infants born with
pulmonary valve defects. Tissue engineered pulmonary valve (TEPV) is one approach that has
the potential to serve as a replacement pediatric heart valve with the potential for somatic growth.
In TEPV development, single leaflet replacements can assist in developing candidate biomaterials
and modelling their responses to in-vivo function. However, the unloaded shape of leaflet is
usually determined by experience, which may result in abnormal valve function due to
incomplete coaptation of leaflets. The mechanical response of PV leaflet under transvalvular
pressure is determined mainly by several key factors: mechanical properties of material, leaflet
shape and thickness. Electrospun poly (ester urethane) ureas (ES-PEUU) biomaterials exhibit
mechanical properties similar to the native PV material [1]. In this work we present an approach
to determine the optimal leaflet shape utilizing a single sheet of ES-PEUU for single leaflet
replacement surgery via finite element (FE) simulation. The material properties of ES-PEUU
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scaffold for leaflet replacement are obtained from biaxial in-plane tension test and three-point
bending flexural test. By perturbing the initial shape of leaflet and simulating its quasi-static
deformation under PV diastolic loading, the optimal shape of unloaded leaflet is determined by
comparing the deformed shape of leaflet obtained from simulation of TEPV with the one from
microCT scan of a native ovine PV.

2. METHODS

2.1 Mechanical testing. Both biaxial in-plane tension testing and three-point bending flexural
testing are conducted to measure the mechanical properties of ES-PEUU. For details of the
testing procedure see our previous work in [2, 3].

2.2 Material constitutive modelling. Generalized Fung-type hyperelastic model [4] is utilized in
this study. The strain enerdyis defined as:

where? = Pu LikiExt with ¢ and @ikt being material parameters arfd being the Green-
Lagrange strain tensor. The second Piola-Kirchhoff stress temsisrdefined as:
au
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2.3 Material parameter estimation. Both biaxial testing and flexural testing data are used to
estimate the material parameterand %:x . For fully anisotropic material, there are 21

independent componerfts! . In our study, we assume the material is transversely isotropic and
the number of independent components is reduced to 5. For the case of plane stress, the stress-
strain relationship can be written as:
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By fitting biaxial tension experimental data, we can obtain the material parameted 4

independent coefficients ikt . The five independent components Gfiki  can be obtained by
FE simulation to match the bending moment-curvature data from three-point bending testing.

2.4 L eaflet geometry. The same design parameters used for aortic leaflet design are used in this
study since the shape of pulmonary valve is similar to aortic valve. For a normal three-leaflet
pulmonary valve, the geometry model of a single leaflet can be constructed in terms of five
parameters [5] as shown in Figure 1.

2.5 Finite element modelling. To simulate the quasi-static deformation of ES-PEUU leaflet
under 18 mmHg transvalvular pressure, the commercial finite element software package
ABAQUS (Dassault Systemes Simulia Corporation, Providence, RI) is used. Assuming that the
three-leaflet pulmonary valve is perfect symmetric, only one leaflet for replacement is modelled.
The contact of the leaflet with the other two leaflets is assumed to be rigid. Except the free edge
of leaflet, fixed boundary conditions are imposed on all the other leaflet edges. A uniform
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pressure is applied on the leaflet surface and remains vertical to the surface as the leaflet deforms.
The ES-PEUU material is modelled as transversely isotropic hyperelastic material using built-in
generalized Fung-type form in ABAQUS/EXxplicit.

} Rc A—c—-—l_.___ ——
i / 4
© Lg Rb: radius of base
| Rc: radius of commissures
H ! H: leaflet height

Hs: height of commissures
Sles B angle of open leaflet

|
X t

Rb

Figure 1. DesignTJarameters of open leaflet model [5].

2.6 Error estimation. The deformed shape of ES-PEUU leaflet from FE simulation is compared
with the shape of native leaflet obtained from microCT scan. TheEefvetween the two shapes
is defined to be

whereS1 is the surface of leaflet from FE simulatién, is the surface of leaflet from microCT

scan, and{p.S2) is the distance between a popnin $1 and the surfac&€z. This method has
been implemented into the software Metro [6].

- ABAQUS/CAE
Python script > FE model

\ 4

Design parameter

Perturbatio .
Deformed shape | ABAQUS/Explicit

No from simulation
Error Metro Material model
acceptable - 7'y
Data fitting

Yes Deformed Shape
from microCT scan

Flexural testing | | Biaxial testing

Figure 2: Design flowchart for optimal leaflet shape.

2.7 Design flowchart. A process flow for optimal leaflet shape was developed (Figure 2).
Starting with the initial design parameters that describe the shape of open leaflet, these
parameters were then passed to a Python script. The Python script is used in ABAQUS/CAE
scripting interface to create the finite element model of leaflet automatically. Once the finite
element model is available, the quasi-static deformation of leaflet under transvalvular pressure is
simulated using ABAQUS/Explicit. With Metro, the deformed shape of leaflet from simulation is
then compared with the deformed shape from microCT scan. If the error between the two shapes
is not acceptable, we perturb the design parameters of the initial shape of leaflet and repeat the
above steps until the optimal shape is obtained.
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(a) MicroCT image (b) Segmented image (c) Von-Mises stress
of pulmonary valve of single leaflet contour of leaflet

Figure 3: Leaflet images from microCT scan and FE simulation.

2.8 Results. High resolution image of a native ovine pulmonary valve and the segmented image
of single leaflet are shown in Figure 3(a) and 3(b), respectively. The deformed shape and Von-
Mises stress contour of TEPV leaflet under 18 mmHg transvalvular pressure are shown in Figure
3(c). It can be seen that the deformed shape of leaflet from FE simulation is very close to the
shape of native leaflet obtained from microCT scan. In the present study, the simulation results
are obtained from ABAQUS/Explicit, which uses an explicit time integration method. The total
kinetic energy of the whole FE model is less than 1% of total strain energy, which means that the
deformation can be considered to be quasi-static and the numerical results are acceptable.

3. CONCLUSIONS

A design approach of TEPV leaflet shape for single leaflet replacement surgery has been
developed by incorporating experimental testing with FE simulation. The optimal shape of TEPV
leaflet is obtained. This approach can guide the design of the leaflet shape for PV replacement
surgery. In future studies, structural constitutive model [1] will be implemented and applied to
analyze the mechanical behaviour of native and engineered soft tissues.
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SUMMARY

Two breast elastography techniques are presented. One technique uses tissue displacement and
suiface force data to reconstruct the Young's modulus of tumor and normal tissues. The other
uses tissue displacement data to reconstruct the tissue hyperelastic parameters. These techniques
employ a constrained reconstruction approach that lead to an iterative algorithm. Each iteration
involves a finite element analysis for tissue stress calculation. To speed up the reconstruction, a
very fast statistical finite element technique was incorporated in the algorithm paving the way for
real-time reconstructiorin silico and breast tissue mimicking phantoms indicated that real-time

and reasonably accurate reconstruction of the tissue absolute Young’'s modulus and relative
hyperelastic properties is possible.

Key Words: breast cancer, elastography, real-time, hyperelasticity, reconstruction algorithm

1. INTRODUCTION

Among cancer related deaths, breast cancer is ranked second worldwide. During lifetime 1 out of
eah 8 women develop breast cancer. In the USA it is estimated that ~40,000 women will die
from breast cancer in 2010 [1]. Early detection of breast cancer is key to its successful treatment.
Breast cancer screening or diagnostic techniques such as manual palpation, X-ray mammography,
ultrasound (US) and MRI have known weaknesses. These include low sensitivity and specificity,
ionizing radiation or high cost [2]. Elastography is an alternative imaging technique developed
with aim of addressing some of the these drawbacks [3,4,5]. Elastography reconstruction
technigues can be formulated as inverse problems. Depending on the accuracy of modeling tissue
stress distribution inverse problems may lead to straight forward or complex computational
problems. In strain imaging the stress is assumed to be uniform leading to very fast estimation of
the relative Young's modulus (YM). While suitable for real-time imaging, this technique suffers
from producing significant artifacts [3]. Other techniques employ continuum mechanics equations
to develop inverse problem formulations for image reconstruction. While they provide accurate
images of relative elastic modulus, the computation involved in their reconstruction process is
highly demanding. Such techniques are, therefore, not suitable for real-time applications such as
breast needle biopsy guidance. To address the shortcomings of these techniques, we developed a
highly accurate and yet fast breast US elastography method [6]. This method uses tissue
displacement and surface force data to image the absolute (YM) of breast tumour in real-time
fashion.
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Under small deformation breast tissues exhibit linear response; hence elastography reconstruction
algorithms based on linear elasticity are sufficient. If breast tissue stimulation involves large
compression, such algorithms become less reliable as the tissue deviates from linear elasticity. In
such cases, more accurate reconstruction techniques can be developed based on inverse problem
formulations with tissue hyperelastic models as their forward models. In such techniques
hyperelastic parameters can be reconstructed. There are several advantages to this approach
including achieving high signal-to-noise ratio (SNR), reconstructing hyperelastic parameters
which are independent of the amount of the compression, and obtaining more valuable diagnostic
information [7]. In this article, we present a novel technique to reconstruct breast tissue
hyperelastic parameters. Here, we use the Veronda-Westman hyperelastic model which has been
recently used by other researchers [8]. Unlike other nonlinear elastography techniques, this
technigue does not involve optimization or regularization, hence it is more efficient.

The presented techniques involve iterative linear and nonlinear finite element (FE) analysis,

respectively. To accelerate the parameter reconstruction we employed a statistical FE method [9].
For the linear elastography technique multi-focal tumor cases are also investigatedo and

tissue mimicking phantom studies have demonstrated the feasibility of accurate absolute YM or
hyperelastic parameter reconstruction in real-time fashion.

2. Methods and Results

2. 1. Linear Elastography Methods

The linear elastography system is capable of reconstructing the absolute YM. This system
involves a Sonix RP ultrasound machine (Ultrasonix Medical Corporation, BC, Canada) for B-
mode and axial strain image acquisition. It also involves a surface force data acquisition system
attached to the ultrasound probe that facilitates imaging the absolute YM. This investigation
involvesin silico breast phantoms with single or multiple inclusions simulating multi-focal breast
cancers. In US elastography the FOV is limited to a portion of the breast. Part of this research was
dedicated to a numerical study to assess the impact of using approximated breast shape in FE
modeling. In this numerical study a trapezoidal area was used to construct an approximate breast
FE model. A gelatin-agar phantom with a single stiff inclusion mimicking breast cancer was also
studied. The reconstruction algorithm follows the constrained elastography concept proposed by
[10]. This algorithm takes advantage of the US image information to determine the tumor area.
The algorithm assumes that the YM variations within the tumor and normal tissue areas are
insignificant. This leads to an iterative YM reconstruction procedure which involves YM
updating using Hooke’s law followed by stress field calculation. While FEM is highly accurate
for stress calculation, its computational procedure is highly involved; hence it precludes real-time
YM reconstruction. To make real-time reconstruction possible, we developed a statistical finite
element method (SFEM) which is capable of stress estimation in a split of a second [9]. This
method establishes a relationship between shape space of an organ (e.g. breast) while undergoing
a given loading (e.g. US probe compression) with its corresponding stress field. The premise of
this method is that, under a given loading, there is a high degree of similarity between the organ’s
shape space and its stress field. The SFEM process involves two steps. The first is conducting FE
analysis of a large number of 2D block-shaped or trapezoidal numerical phantoms with different
tumor geometry, location, and randomly generated YM values of background and tumor. These
phantoms undergo linear loading pertaining to US probe pressure. In this step we establish a
relationship between shape space and FE space by using an optimized Neural Network (NN). In
the second step, we use the NN to find the stress field for the actual phantom by inputting its
shape parameters. By combining the computed stress field with the strain field acquired by the
US system via Hooke’s law, we are able to reconstruct the inclusion and background tissue’s
absolute YM.
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2. 2. Nonlinear Elastography Methods

Similar to the linear system, this nonlinear elastography system also inv@h#&snix RP
ultrasound machindor B-mode and strain image acquisition. As a typical elastography
technique, e core of this technique is its inverse problem séug hyperelastic parameters
reconstruction. The inverse problem in this technique is basduearohstitutive relationship of
incompressible hyperelastic materials, which has the following general form:

T AT an 1

iz 1 QD
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T

In this equatior? is the deviatoric stresBEY indicates the deviatoric part, afidis a strain

energy function chosen by the udar.iz, {2, 5 and55 are functions of displacements, hence

they can be calculated using the acquired displacement data. In this work, the Veronda-Westman
strain energy function is employed which uses three paraméiefs: (and€3) to describe tissue
nonlinear behavior:

L-3) (2

To formulate the inverse equations the Veronda-Westman function in Eqgn. (2) is substituted in
Egn. (1) leading to:

©)

Since this equation is nonlinear in termsfafandfs, a simple matrix-based equation system
inversion cannot be employed. One possible way to determine the C hyperelatic parameters is via
nonlinear optimization. Such approach is computational time demanding and prone to issues such
as lack of a unique solution. As an alternate approach, we developed a novel technique to
determine the hyperelastic parameters. The main idea of this technique is to use a mathematical
approximation to the exponential term of the Veronda-Westman energy function. For this purpose
MATLAB’s ployfit function approximation was used, which is the closest Polynomial
approximation using the Least Squared errors measure. With this approximation, a change of
variables scheme was used to change the system of equations into an equivalent linear system of
equations. Hence, this linear system was solved for the new variables. Finally, the unknown
€:.C; and €2 parameters are determined using the calculated new variables. The whole
procedure consists of three steps. In each step, one of the unknown paranfetefs ahdC-

is reconstructed. Similar to linear elastography, the iterative constrained reconstruction concept
was used. Again, each iteration involves updatingGthé> andCz hyperelastic parameter
values for each tissue region by averaging the values over its volume followed by stress
calculation. Convergence occurs when the difference of tumours’ hyperelastic parameters values
obtained in two consecutive iterations is less than a preset value. To accelerate the reconstruction
process, the SFEM technique was used to analyze the stress of the nonlinear model. Note that
Eqgn. (3) involves both of the two displacements components in 2D problems. As the Sonix RP
system provides the axial displacements only, we developed an Optical Flow (OF) based
technique that incorporates the acquired axial displacements into the OF governing equations.
This research involveis silico and a Poly Vinyl Alcohol (PVA) breast phantoms with a single
inclusion. To achieve tissue nonlinear behavior, the PVA phantom layers were subjected to
variable freeze-thaw procedures. The hyperelastic parameters of each tissue mimicking layer in
the phantom was measured independently using a uniaxial test.

2. 3. Linear Elastography Results
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The proposed method was evaluated using 1000 FE numerical phantom models with two
inclusions. The first 800 generated FE models were fed into the NN for training. To tune up the
neural network, 100 models from the generated dataset were used as a validation set during training
The remaining 100 generated dataset were used to test the NN function. YM reconstruction errors
are given in Table 1. This reconstruction took only 0.36 sec on a regular desktop computer with
2.66 GHz Intel CPU. These results indicate that using the proposed method for developing a highly
accurate real-time US elastography of multi-focal breast cancer is feasible.
Table 1: Percentage average errors of YM reconstruction
Geometry Phantoms with| Phantoms with| Phantoms with

single tumour | two tumours two tumours
in two sections| in one section

Tissue typ

Background 0.37+0.23% 0.04+0.02500 1.46 +0.09%
Tumour 4.16 £ 1.58% 5.31 +1.96% 3.73+2 .7%

Simulation with the approximate trapezoidal breast model led to a maximum tumor YM
reconstruction of up to 20%. YM reconstruction of the gelatine-agar phantom indicated errors of
less than 6%.

2. 4. Nonlinear Elastography Results

True values of the PVA phantom layers, which are obtained by uniaxial testing, are given in Table
2. This table includes the corresponding reconstruction results. These results indicate that fast
hyeprelatic parameter tissue reconstruction with high accuracy is feasible.

Table 2. True Parameters and Constructed Parame?ﬂ‘ra(ldcz are inkPa Cais unitless)

Parameter Adipose Fibroglandular Tumo Recons{ruerror (%)
-ted value
[ 4.3 6.6 9.1 9.9 8.8
[ -0.6 -3.0 -1.7 -1.9 11.8
Cq 1.56 2.00 2.59 2.76 6.6

3. CONCLUSIONS

The obtained results are promising and indicate that the developed system is capable of
conducting real-time linear and nonlinear elastography with sufficient accuracy. Errors due to US
limited FOV in breast elastography may lead to significant errors of up to 20%. This shortcoming
can be addressed by incorporating a surface shape measurement module into the elastography
system.
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SUMMARY
In this work, we present an inverse problem methodology based on an error in constitutive
equations (ECE) for the identification of elastic properties. The basic premise in the ECE
approach is that, given an over-determined set of boundary or internal data (e.g. displacements
and tractions), and a set of kinematically admissible displacements and statically admissible
stresses, a cost functional is defined based on the error in the constitutive equations that connect
these sets of stresses and strains. This cost functional has been shown to be convex for elliptic
problems, and presents significant advantages for elasticity imaging problems. This work
demonstrates that ECE approaches can yield faster convergence and better accuracy than
approaches based on the minimization of the L2 norm.

Key Words: Error in constitutive equations, elasticity imaging, energy functionals, inverse
problems.

1. INTRODUCTION

The mechanical properties of soft biological tissue are closely related to pathology. Thus, the
identification of elastic and viscoelastic material properties has sown significant promise for
disease diagnosis [1,2]. For instance, elastic and viscoelastic properties can significantly increase
specificity in differentiating malignant and benign tumors [1]. Yet, the direct measurement of
material properties in-vivo is very difficult, if not impossible. However, indirect measurements in
the form of solutions to inverse problems have been promising. In this work, we present an
inverse problem methodology based on an error in constitutive equations (ECE) for the
identification of elastic properties from static displacement fields.

2. MAIN BODY

The basic premise in the ECE approach is that, given an over-determined set of boundary or
internal data (e.g. displacements and tractions), and a set of kinematically admissible
displacements and statically admissible stresses, a cost functional is defined based on the error in
the constitutive equations that connect these sets of stresses and strains. This cost functional has
the important property of being zero for the exact constitutive equations and strictly positive and
otherwise. For example, ECE-based identification strategies for transient and materially nonlinear
problems have been recently proposed in [3], while other aspects of ECE are surveyed in [4].

Figure 1 shows the results of an inverse reconstruction of the shear modulus of hard inclusions
embedded in a soft matrix. The figures contrast the results obtained using a conventional L2
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minimization using a LBFGS algorithm versus the results obtained with the proposed ECE
approach.

&
7.85e+10

6e+10
4e+10
2e+10
7.78e+09

Figure 1. Comparison between L2 minimization and ECE method for the reconstruction of the
shear modulus distribution from a static test. Left picture shows the solution obtained using the
adjoint method and a LBFGS algorithm. The right picture shows the results obtained using ECE.
Both algorithms were run for 20 iterations.

3. CONCLUSIONS

Our results demonstrate that cost functionals based on ECE present several advantages over
conventional L2 functionals for inverse problems that involve the identification of distributed
material parameters. Some of these advantages include faster convergence and improved
accuracy over their L2 counterpart.
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SUMMARY

It is a widely accepted hypothesis that mechanobiological transduction plays a central role in
pathogenesis of aortic aneurysm (AA). While stresses and strains acting in AA wall can be as-
sessed by computational finite element analyses (FEM) [1,2], assessment of material properties
and their spatial distribution involves inverse analysis methods and/or advanced medical imaging
techniques. Here, we present an advanced forward computational model of aortic aneurysm based
on statistically representative material properties and combine results with [18F]flourodeoxyglucose
positron emission tomography/CT (FDG-PET-CT). FDG-PET-CT provides a quantitative asses-
ment of metabolic activity and therefore the hyphothesis of mechanobiological interaction can
be tested. It has been reported that glycolytic activity in AA wall non-invasively assessed by
FDG-PET-CT is associated with increased proteolytic activity, structure-protein-degradation, AA
progression and consequently AA wall instability as well as rupture risk [3]. FEM stresses and
strains and FDG-PET-CT were compangthlitativelyby our research group in an individual AA
patient in [4] as well as by other groups in [6] and [7]. Here, the correlation of computational
biomechanics with metabolic activity assessed by FDG-PET-CT is analyzed in a larger patient
cohort (n=18) in a quantitative manner for the first time [5].

Key Words:. aortic aneurysm, mechanotransduction, flourodeoxyglucose.

1 METHODS

FDG-PET-CT data sets of 18 AA patients with notably increased FDG uptake in AA wall were
studied. For further analyses detailed 3-D geometry of each AA including thrombus was recon-
structed from angio-CT in 3mme-slices. FEM analysis including thrombus material and consid-
ering a pre-stressed state of the imaged AA geometry was performed using non-linear material
and geometrical model assumptions as described in [1]. Subsequently, wall stresses, strains and
their distributions were obtained and visualized as exemplarily shown in Fig. 1 b) and c). Further,
FDG-PET clouds were anatomically fitted, reduced to FDG activity in AA wall, mathematically
processed (Gauss-filter, 85% Rank-order-filter) and superimposed to the 3-D AA geometry (Fig.
la). For correlations of maximum FDG uptake with maximum stresses and strains from FEM
analyses, the maximum standardized uptake value of FDG (SUVmax) was determined by con-
ventional analyses. Additionally, spatial distribution of FDG-uptake of each AA was qualitatively
and quantitatively correlated to wall stress and strain spatial distributions. Visual analyses were
performed in anterior, posterior and left or right lateral views as shown in Fig. 1. For quantitative
analyses the 33% of the AA wall with highest FDG uptake, highest wall stress and strain was
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Figure 1: Abdominal AA in anterior, left lateral, posterior amght lateral view with high spatial
correlation of a) regional metabolic activity (FDG-uptake; [Bg/ml]) and b) computed peak wall
stress (von Mises stress; [kPa]) and c) strain distribution ([-]) in AA wall; Color indicates FDG-
uptake (a), wall stress (b) and strain levels (c).

determined. Consecutively the overlap of these portions was quantified. A spatial overlap of 33%
among such regions has to be considered as random for methodical reasons while higher or lower
overlap were seen as indicative for correlation or miscorrelation, respectively.

2 RESULTS

SUVmax varied froml.3 — 4.6 (average SUVmas.3 + 0.9) and average stress and strain were

38.2 N/em? 4 13.7 N/em? (range:10.0 — 64.0 N/em?) and0.22 £ 0.02 (range:0.19 — 0.26),
respectively. Quantity of SUVmax was significantly correlated to PWS and maximum strain (SU-
Vmaxvs. PWSR2 = 0.60, p = 0.008 and SUVmax vs. maximum straii®2 = 0.66, p = 0.004;

Fig. 2a) and b). In all bus AA, areas with increased FDG-uptake showed well and visible spa-
tial correlation to areas with increased stresses and strains while areas with low stress and strain
showed negligible FDG-uptake. Spatial overlap varied fet¥% to 78% (averages6.3% =+ 11)

without consideration of qualitative similarities such as shape [5].

3 DISCUSSION

Our results indicate that biomechanical stress or strain may be causative for regionally increased
FDG-uptake and therefore inflammatory activity in AA wall. Thereby, inflammatory reaction is
correlated quantitatively and spatially to levels of stress and strain respectively. These results
strongly support the commonly accepted hypothesis that biomechanical conditions are highly rel-
evant for pathogenesis and formation of AA in vivo. The biological and biochemical mechanisms
leading to increased AA wall inflammation due to increased biomechanical stress and strain lev-
els still have to be elucidated in detail. It can be hypothesized that cyclic stresses and strains
exerted by blood pressure acting in AA wall may cause pro-inflammatory cytokine liberation by
vascular smooth muscle cells in aortic wall media [8,9], followed by macrophage infiltration and
therefore increased FDG-uptake. However, stress independent metabolic activity was found also
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Figure 2: Quantitative correlation of SUVmax with correspogdipeak wall stresses (a) and
strains (b);R%: Spearman’s correlation coefficient; SUVmax: maximum standardized uptake
value of F18-Flourodeoxyglucose.

indicating additional autochthon inflammatory biological activity. Therefore, larger studies will
be performed to confirm these results and to gain further insight in pathogenesis of AA.
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SUMMARY

In patient-specific simulations numerical modeling of the vascular structure and its interaction
with the blood flow requires parameter identification difficult to accomplish and time consuming
computational procedures. New imaging devices provide time sequences of the moving vessel of
interest within a few heart beats. When one is interested only in the blood dynamics in the com-
pliant vessel, a possible alternative to the full fluid-structure interaction simulation is to track the
vessel displacement from the images and then to solve the fluid problem in the moving domain
reconstructed accordingly. In this talk, we present an example of this image-based technique.
We describe in detail the steps necessary for this approach (image acquisition and 3D geomet-
ric reconstruction, motion tracking, numerical simulation) and present some results for validating
the proposed technique vs. a traditional fluid-structure interaction simulation in a carotid bifur-
cation. This approach dramatically reduces the CPU time since the dynamics of the structure is
retrieved from the images instead of being numerically computed. Moving from this approach,
solution of a suitable inverse problem can then be carried out for estimating the structural prop-
erties of the tissue at hand. This work moves into the direction of a strong integration between
data (images/measures) and simulations that is likely to introduce a significant improvement in the
reliability of cardiovascular numerical mathematics.

Key Words: image-based numerical hemodynamics, fluid-structure interaction, image registra-
tion, inverse problems.

1 INTRODUCTION

An emerging research line in Cardiovascular Mathematics is the integration of simulation and
data made available by new imaging and measurements devices, so to improve both the knowl-
edge extracted from data and the reliability of numerical results. Integrating observed data into a
numerical model, also referred to as data assimilation, is common in fields such as weather predic-
tion and ground water flow. It is natural to use similar techniques in cardiovascular mathematics
and medical imaging. In particular, recent imaging devices allow the acquisition of images in time
(4D) of vessels of interest within a few heart beats. This allows to track the wall motion from
images rather than retrieving it from a numerical simulation, by means of a proper registration
procedure. The latter is a methodology for aligning images acquired from different sources or
different viewpoints. With the same approach it is actually possible to register images taken at
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Figure 1: Synoptic representation of the first four surfaces (out of ten) reconstructed from a human
aorta.

different time instants for estimating the motion of the structure of interest. Once the vessel mo-
tion has been retrieved, fluid dynamics can be computed in the moving domain. In this way, the
computational cost is reduced and the structure modeling is waived by the registration procedure
(see [1]).

The computation of blood flow is therefore carried out following three steps.

1. Segmentation of a 4D image (space+time) and reconstruction for each time frame of the 3D
surface that identifies the vessel of interest.

2. Tracking in time of the position of vessel wall surfaces by means of a 3D surface registration
algorithm.

3. Moving domain simulation.

Numerical results show that the proposed 4D Inage-Based (4DIB) approach is consistent with
traditional fluid-structure interaction (FSI) solvers. Moreover, it yields a significant reduction of
the computational costs with respect to more standard approaches to the modeling of FSI.

2 WORKFLOW

2.1 SEGMENTATION

The boundary of the region of interest (ROI) is identified on the images by means of a level set
approach. This means that the boundary in 3D is regarded as the zero-level isosurface of a function
solving a proper advection-diffusion nonlinear problem. At the end of this step, for each time
frame a mathematical representation of the inner surface of the lumen is given as a triangulated
mesh. The segmentation has been performed with the Vascular Modeling ToolKit (available at
http://www.vmtk.org).

2.2 TRACKING

Given M +1 time frames, the tracking process consists of performing M registration steps between
two consecutive frames; within each registration stage, points of one mesh are mapped to points of
the surface extracted from the subsequent time frame and the displacement field is computed; the
new positions of the points are used as initial condition for the registration to the subsequent time

133



frame. At the end of the whole tracking procedure M surface displacement fields are available
describing the motion of the vessel wall at the instants of the image acquisition. There are many
different strategies for performing image and surface registration. In this work we regard the reg-
istration as the computation of a map that minimizes a suitable distance between the two images.
In particular, we resort to a non-parametric map implicitly defined with a collocation approach
by the position of the nodes on the reference image. The coordinates of the vertexes, computed
by the minimization process, implicitly define the map point-wise. The map is then extended to
the entire template surface by a piecewise linear interpolation of the values of the vertexes. The
distance between the starting (template) image St and the final (reference) one Sg can be defined
as

1 ) 1/2
D(Sr, Sp) = < (dist(x, Sg))? dST(x)) ()
|ST| St
where [Sr| == [5_dS is a normalization factor and dist(z, Sg) = inf{||x —y|| : y € Sgr}

is the usual distance of a point to a surface. This definition of distance can be regarded as a
modification of the well known [Iterative Closest Point functional, which however features poor
regularity properties that affect the minimization. In order to force better mathematical properties
to the functional to be minimized, we add a Tikhonov-like regularizing term based on a simplified
physical model of the vascular wall at hand. In particular, we describe vascular walls as elastic
thin membranes, and use the membrane energy as regularizing term. In this way, the deformations
that feature large membrane energy are heavily penalized whilst deformations that do not increase
the energy of the surface are allowed. Finally, in order to prevent “flips” of triangles we add this
as a constraint to the mathematical formulation, by forcing explicitly that the area of the mapped
triangles is positive (see [3] for more details).

Minimization is numerically performed with a classical BEGS method. In Fig. 1 we illustrate the
results of the registration of 4 frames of a human aorta.

2.3 SIMULATION

From the sequence of maps describing the motion of the surface points from one time frame to
the subsequent one, the velocity of the boundary of the moving domain is computed at the image
acquisition times. Since the set of all the time instants where the fluid equations will be solved is
typically larger than the set of time instants where the images are acquired, an interpolation proce-
dure is required to define the velocity of the boundary at each time instant in the CFD simulation.
This interpolation procedure needs to guarantee regularity to the computed velocity/acceleration,
so we resort to a cubic spline interpolation. Once the wall motion is available, incompressible
Navier-Stokes equations can be written in the Arbitrary Lagrangian Eulerian (ALE) formulation
to be numerically solved. This step requires the computation of the lifting of the boundary velocity
in the vessel lumen, typically attained by the solution of a Laplace problem (for which fast solvers
are usually available). Numerical results presented are obtained with a software based on the C++
object oriented finite element library Li feV (available at http://www.lifev.org).

3 RESULTS

We report two sets of numerical simulations. In the former (Fig. 2 left) we present the comparison
of the simulation obtained with a traditional FSI approach vs the 4DIB results applied to the same
displacement field. Results show that the image-based approach is consistent with the traditional
approach. Computational cost is however significantly lower. In the second test case, we apply
the approach to a real data set of a human aorta, retrieved from images provided by a SOMATOM
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Figure 2: Left: comparison of a 4DIB and a traditional FSI simulations. The two approaches yield
comparable results (left panel: difference between the two results, right panel: velocity computed
by the 4DIB approach). Right: 4DIB simulations in a human aorta point out the relevance of the
moving domain on the numerical results. (Left panel: difference of 4DIB and rigid simulations.
Right panel: velocity computed in the moving domain with the 4DIB approach.)

Definition Flash Dual-Source CT Scanner (©)(10 time frames per cardiac cycle). The original 4D
computed tomography angiography set refers to a 72 years old male patient. The results (Fig. 2
right) point out the relevance of the aorta movement on the wall shear stress map.

4 CONCLUSION

Availability of new imaging techniques and data raises new challenges for numerical Cardiovas-
cular Mathematics. Assimilation of these data with numerical simulations is expected to bring a
mutual advantage to the quality of data and accuracy/efficiency of numerical simulations, as it is
in geophysical a metereological applications. The significant time reduction of the computations
is certainly a valid motivation for pursuing the 4DIB approach for fluid-structure interaction. In
the talk, we will address also recent advances in using the same approach for evaluating vessels
paramaters such as the Young modulus, by solving an inverse fluid-structure interaction problem
(see [2]).

Analysis of the impact of the noise in measurements and errors in registration on the accuracy of
the numerical simulations is still an open problem. For more details, see [3].
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SUMMARY

One of challenging aspects of computational hemodynamics is the numerical simulation of blood
flow in a compliant vascular wall. In this work we study an alternative approach (with respect to
the more standard fluid-structure interaction algorithm) to perform numerical simulations of blood
flow in compliant vessels. More precisely, we aim at exploiting the availability of accurate time
resolved medical images to obtain information on the motion of the vascular structure. The details
of the proposed algorithm are discussed and preliminary results are presented on an aorta and a
carotid geometry. Ongoing work includes the study of the effect of the motion on the blood flow
features that are relevant for the success of the Total Cavopulmonary Connection, the current pro-
cedure of choice for surgical palliation of single ventricle congenital heart diseases, where more
accurate CFD simulations could improve surgical decisions.

Key Words: 4D medical images, compliant vessels, registration, ALE formulation, total cavopul-
monary connection.

1 INTRODUCTION

Every physical phenomenon occurring in the cardiovascular system involves the interaction of
different biological tissues, each featuring peculiar mechanical properties. For example, blood
flow in arteries and veins interacts mechanically with the vessel tissue, where the pressure exerted
by the fluid on the wall contributes to generate its displacement and in turn the vessel motion
influences the fluid dynamics.

As a result of the mechanical forces involved, the tissue in the cardiovascular system experiences
detectable deformation during the cardiac cycle. These evidences suggest that the motion effects
are non-negligible if precise reproduction of the local flow features is desired.

The standard approach to simulate the coupling between fluid and solid structures is to develop
mathematical models for each medium as well as for the coupling conditions describing their
interaction. However this strategy raises issues from the modeling and numerical point of view,
as the accuracy of the mechanical model employed (in particular in presence of diseases) and the
computational costs of the simulation, which are generally high both with segregated or monolithic
approaches [1].
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We present here an alternative strategy to include the motion of the domain of interest in the
simulation of blood flow in compliant blood vessels, where the tissue displacement is computed
at each time step from 4D medical images (3D space plus time) and the computational domain is
moved accordingly. The main advantage of this strategy is that it maintains a tight link between
numerical simulations and patient specific data, including intrinsically the mechanical features of
the structure and of the surrounding tissues, with a limited additional computational cost with
respect to the fixed geometry case. A similar technique has been proposed in [2,3] where the
authors apply the image-based motion approach to intra-cranial aneurysms and coronary arteries,
respectively, implementing however different strategies for the single steps of the algorithm.

2 DESCRIPTION OF THE METHODOLOGY

The starting point of the procedure is the acquisition of a time sequence of 3D medical images, as
computed tomography (CT) or magnetic resonance imaging (MRI), whose space and time reso-
lution is enough to provide a proper reconstruction of the moving domain. The 4D Image-Based
(4DIB) approach can then be decomposed in the following steps:

2.1 Image segmentation The boundary of the region of interest is identified on the phasic im-
ages by means of a level set approach [4]. At the end of this step, a mathematical representation
of the 3D surfaces that identifies the interface between the fluid and the vessel wall is given as a
triangulated mesh. In this work the segmentation has been performed using the Vascular Modeling
ToolKit (www.vmtk.org).

2.2 Motion tracking To take into account the motion of the domain in the simulation, it is nec-
essary to track the movement of each point of the computational grid. This registration process
can be accomplished by means of various techniques [5]. Given M + 1 time frames, the tracking
process consists of performing M registration steps between two consecutive frames. At the end
of the whole tracking procedure M surface displacement fields are available describing the motion
of the vessel wall at the instants of the image acquisition. We have adopted a 3D surface regis-
tration algorithm based on a minimization approach, where the functional to be minimized is the
sum of a distance function and a regularization term which is added to overcome the ill-posedness
of the minimization problem and filter out non physical solutions. This step is performed by using
an in-house Matlab (The MathWorks Inc., Natick, MA) code.

2.3 Formulation in moving domain From the sequence of maps describing the motion of the
surface points from one time frame to the subsequent one, the velocity of the boundary of the
moving domain is estimated at the image acquisition times and it is then interpolated to define the
velocity of the boundary at each time instant in the CFD simulation. To ensure the continuity of
the derivative of the points position, a cubic spline interpolation has been chosen. The displace-
ment and velocity of the whole domain are found as the harmonic extension of the boundary fields,
computed for each time step of the simulation. Once the domain motion is available, incompress-
ible Navier-Stokes equations for a Newtonian fluid can be written in the Arbitrary Lagrangian
Eulerian (ALE) formulation (ALE-NS) [6] to be numerically solved. On the wall boundary a
Dirichlet condition on the fluid velocity is prescribed equal to the boundary velocity, while inflow
and outflow boundary data can be retrieved by measures or designed to reproduce a physiological
or pathological behavior. In the next Section, details on the numerical approach adopted will be
provided.

This algorithm can be enriched in case more information on the patient is acquired, like PC-MRI
images from which the blood velocity in selected sections of the domain can be reconstructed and
used as boundary conditions in the CFD simulation.
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3 RESULTS

To discretize the ALE-NS system, we have chosen a first-order time advancing scheme and a finite
element approximation for the space dependence (IP; for the pressure and IP;bubble for the fluid
velocity). Numerical results are obtained with a software based on the C++ object oriented finite
element library LifeV (www.lifev.org). Numerical tests have been run to evaluate the difference
between the velocity and wall shear stress (WSS) fields computed with the 4DIB approach and
those computed on a rigid domain simulation, the latter being the standard assumption chosen in
the literature when no information on the structural dynamics is available. The domain of interest
for this case is representative of an ascending and thoracic aorta, whose geometry in time is recon-
structed from a set of CT images. On the considered domain of interest, the motion is significant.
Accordingly, both the velocity and the WSS fields exhibit a considerable difference with respect
to the rigid domain case, as shown in Figure 1, left and middle panels. In particular, the relative
norm of the difference between the 4DIB fields and the rigid domain fields has an average over the
cardiac cycle of 84.52% for the velocity and 52.26% for the WSS. We also performed an in-silico

velocity difference velocity in moving domain WSS difference WSS in moving domain
— B —0 22
0 50 0 80 0

i &

Figure 1: Left panel: difference between the fluid velocity computed in the rigid domain simu-
lation and the one computed in the 4DIB simulation (left) and velocity computed with the 4DIB
approach (right), at peak systole (in cm/s). Middle panel: difference between the WSS computed
in the rigid domain simulation and the one computed in the 4DIB simulation (left) and WSS com-
puted with the 4DIB approach (right), at peak systole (in dyne/cm?). Right panel: inferior vena
cava (red) and superior vena cava (blue) flow split between right and left pulmonary arteries.

validation of the 4DIB approach with respect to a FSI simulation, considered as benchmark. In
particular we have first run a FSI simulation, obtaining the fluid velocity and pressure fields and
the displacement in the vessel wall. We have then used this displacement to run a 4DIB simu-
lation, with the same inflow/outflow boundary conditions and fluid properties as in the FSI case,
obtaining 4DIB velocity and pressure fields. The comparison of the results obtained with the two
approaches has shown a good agreement (below 1% of relative difference, on both velocity and
WSS), while the computational time required by the 4DIB simulation is by far smaller than the
one required by the FSI simulation, confirming the validity of the approach.

The ongoing work we are performing to complement this study is twofold. On one side we are
investigating the sensitivity of the results on the entity of the motion. The hypothesis we test is that
the inclusion of the motion data in the model and simulation is worthwhile only if the motion ex-
perienced by the tissue is large enough. On the other side we are evaluating the application of this
approach on a clinically relevant case. In particular we are considering the case of a post-operative
configuration after a Total Cavopulmonary Connection (TCPC) has been implemented [7], to by-
pass the right side of the heart in patients with single ventricle congenital defects (occurring in 2
over 1000 children). The interest of performing CFD simulations for studying the hemodynamics
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in these cases is very high, since single ventricle patients are still subject to numerous long-term
complications, despite improvements in the outcome obtained with this surgical procedure. Since
the hemodynamics have been related to the patient-specific anatomies (see e.g. [8]), a CFD study
may lead to better surgical decisions and better patient outcome. In this respect, the inclusion of
more realistic features such as the measured domain motion (both due to the blood-wall interac-
tion and to the respiration) could provide more realistic results and improve the accuracy of the
quantity of interest evaluated (e.g. energy loss across the artificially created connection or hepatic
flow split between the pulmonary arteries, see Figure 1). Moreover in the TCPC case FSI simu-
lations would be particularly challenging due to the heterogeneous mechanical properties of the
connection (made of veins, arteries and artificial baffle), while a prescribed motion approach could
overcome the problem. Preliminary results on these extensions of the work will be presented.

4 CONCLUSIONS

We point out the advantages of the 4DIB methodology proposed. It provides more realistic simu-
lations where the motion is relevant, avoiding the use of complex mechanical models, sometimes
not well established (e.g. for the diseased arterial wall). It also reduces the computational time
for the numerical simulations with respect to FSI simulations and allows to take into account the
motion due to extra-vessel forces (e.g. action of surrounding tissues, respiration), which would be
otherwise difficult to be considered. Finally, this approach is applicable to every flow phenomenon
occurring in a moving structure (not only blood flow in vessels, or even biological tissue), as long
as the motion can be accurately recorded by imaging devices. The main limitation is the intrinsic
impossibility to evaluate the effect of the flow on the wall mechanics. Therefore it should be used
only when the focus of the study is the on the flow features alone.
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SUMMARY

Osteocytes are bone cells located throughout the mineralized tissue that are mechano-sensitive and
can sense mechanical stimulation, to which they respond by adapting their internal biology to the
changes of their mechanical environment. Osteoporosis is an aging pathology often following a
hormonal decrease where a cell activity imbalance produces an overly porous tissue. The effect of
a modified mechanical microenvironment on the cells is not precisely quantified. To perform stress
field visualization near cells, a Physical Imaging procedure is presented where microcracks in hu-
man Haversian cortical bone are imaged and tracked using Light Microscopy during either tension
or compression tests. The tissue morphology is acquired by digital imaging and the tissue elastic
moduli are measured by Back Scattered Electron Microscopy (BSEM) and nanoindentation. The
displacements are measured at grid points by Digital Image cross-Correlation (DIC) to provide
the boundary conditions of a polyphase finite element model. Based on the strain energy balance,
as the crack growth is considered quasi-static and in a brittle material, the stress intensity factors
of the microcracks are calculated using the reconstructed micro stress field. Concomitantly, the
stress intensity factors are also derived from variation of the global energy using the macroscopic
load deflection curve of the sample in order to identify bone fracture law.

Key Words: bone, fracture, stress intensity factors.

1 INTRODUCTION

Microcracks in bone are usually associated with the remodelling process of the tissue [1, 2]. Os-
teocytes are the mechano-sensing cells present throughout bone tissue that are suspected to detect
microcracks through their interconnections within micron scale canals called caniliculi. Precise
measurement of the stress field and its modifications near the cells can improve the understanding
of the remodeling stimuli. During daily exercise, bones undergo cyclic fatigue loading that alter-
nates between tension and compression. The presented model proposes a method to determine the
stress field near bone microcracks during their growth in tension and compression micro tests. The
cracks are imaged and tracked under light microscopy in millimetric specimens of female human
cortical bone harvested from fresh cadaveric posterior femur mid-diaphysis.

2 MATERIAL AND METHOD

To study bone microcracks, a miniaturized tension/compression machine to test millimetric bone
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beam samples is placed un-
der a light microscospe in
Figure 2(1). The beam
specimen of cortical bone
of square cross-section of
2 mm width measured
5 mm in length. For ten-
sile tests, the specimens
are precracked by a 600
pum notch. The tests are
performed along the longi-
tudinal, tranverse and anti-
plane longitudinal direc-
tions of the osteons. In
compression the samples
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Figure 1: (a) Microscopic illustration of a long bone, (b) Light
Microscopy of human Haversian cortical bone, (c) BSEM (Back-
Scattered Electron Microscopy) of human cortical bone, (d) BSEM
zoom inside a micro-crack in human cortical bone.

do not require any initial
notch.

The light microscope lens is equipped with a high-resolution camera providing digital images
with a 2048 x 2048 pixel resolution in Figure 1(b). The cortical bone polyphased morphology
is surveyed by a digital imaging processing technique [3] in Back Scattered Electron Microscopy
(BSEM) in Figure 1(c). To construct the physical stress field at the micro scale, the model in-
cludes the osteons, the cement lines around them, distinct secondary osteons remnants inside the
interstitial bone phase [4,5] as viewed in Figure 2(2). The Haversian canals are represented as
free boundaries inside active osteons, where in vivo cytoplasmic fluid flows freely and replaced by
saline solution in the experiment. The crack topologies are also explicitly surveyed.
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Figure 2: Osteocyte stress field assessment: (1) experimental setting, (2) Light Microscopy ob-
servation of fresh human cortical bone, (3) strain field under tension, (4) stress intensity factor
calculations at the micro scale, (5) macroscopic load deflection curve, (6) stress intensity factor
calculations based on energy variation.
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The local elastic moduli are scaled to the mineralisation levels that are correlated to the grey scale
levels in the BSEM observations, and calibrated by nanoindentation measurements. The local
Poisson ratios are extrapolated using the osteonal strain fields. Small windows of observation of
up to approximately 900 x 900 um are studied in the vicinity of the cracks.

The experimental displacements are registered between the different stages of crack growth at
grid points laid over the observation window using cross-correlation [6,7] where the domain of
correlation includes polyphase and fracture partition. These displacements provide the boundary
conditions of the model. The correlation and numerical model domains are homeomorph. The
finite element model is discretised using non-structured triangles [8].

In the microstructural model, the impenetrability condition of the crack edges under compression
is enforced by penalty forces [9] with frictional contact [10], while a cohesive law is applied in
the wake of the crack tip to model the progressive rupture of the collagen fibrils in Figure 1(d).
Due to its high content of hydroxyapatite cortical bone is quite brittle and the crack growth is
considered quasi-static. The model is under plane stress condition as the surface of the sample is
observed. The dominant strain energy can be measured given reliable local mechanical properties.
The stress field obtained [11] provide the basis to calculate the local stress intensity factors at the
micro scale [12] in Figure 2(4). At the macroscopic level, the internal energy stored in the sam-
ple as microcracks grow balances the energy of the external applied force. A concomitant global
energy variation of the macroscopic sample response (F’, u) makes it possible to calculate the en-
ergy release rate at each crack growth in Figure 2(6). The values obtained for different direction
of loading are in agreement with the literature [13]. The macroscopic calculations using the ap-
propriate traction separation law along the cracks edge can be applied to identify the microscopic
fracture law.

3 CONCLUSIONS

A procedure to image and reconstruct the physical field of microcracks in human cortical bone
makes it possible to visualize the stress field in the vicinity of the cracks near osteocytes. The
method is driven by the identification of bone micro fracture law using concomitant micro and
macro analyses. The present study shows the significant local influence of the Haversian porosity
on the evolving values of the stress intensity factors and therefore show for the first time the
fluctuations of the stress field produces by growing cracks as they approach the canals.
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SUMMARY

We are developing algorithms for tracking motion among pairs of ultrasound echo signal fields.
Radiofrequency data are recorded while imaging with standard clinical ultrasound imaging sys-
tems and custom software estimates the local displacement that can be displayed as either dis-
placement images, strain images, shear strain images, or used as input to an elastic modulus re-
construction algorithm to display a modulus image. Increasing sophistication in these algorithms
has provided more robust displacement fields when motion is complex. Improved algorithms have
also allowed tracking larger single-step and accumulated displacements. This report will high-
light our progress in real-time elasticity imaging and providing input for modulus reconstruction
algorithms. Although these methods began with 2 data fields and motion tracking algorithms,
current methods have been extended to 3D echo data, motion tracking, strain fields and modulus
images. New technologies on the horizon are expected to further improve our results.

Key Words: wltrasound, elastography, motion tracking, displacement, strain, modulus, recon-
struction

1 INTRODUCTION

Breast biopsy is the current standard of practice for diagnosing solid breast lesions at many in-
stitutions. However, in more than 75% of these cases a benign condition is found. In addition,
biopsy is the single most expensive component of the breast cancer screening protocol. So there
is great motivation to improve the confidence of clinicians when viewing breast images to allow
a reduction in the rate of referral for biopsy and to increase both the positive predictive value and
negative predictive value of breast imaging.

Elasticity imaging has demonstrated great promise toward that goal [1-4]. Several of the clinical
ultrasound imaging system manufacturers provide some type of elasticity imaging as an optional
product on their systems. As the availability of these products increases, the range of applica-
tions and the expertise also increases. However, most of these systems provide images of small-
deformation axial (along the acoustic beam axis) strain, Since strain is a relative property, and
there is often little or no control over initial conditions, results can be highly variable even when
high quality data are acquired.

Elastic modulus reconstructions are the obvious solutions to this ambiguity. When displacement
estimates are sufficiently accurate and low noise, direct inversion techniques can provide accept-
able results [5]. More often, iterative reconstruction techniques are required [6]. In this case, it is
especially important to provide unbiased displacement estimates.
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This overview will highlight the progression of our work that has allowed consistent high qual-
ity motion tracking for in vivo breast imaging and to describe the current challenges and some
potential solutions.

2 METHODS

Ultrasound radiofrequency echo signals for breast imaging typically have center frequencies of
10MHz or higher and fractional bandwidths of about 80%. With these characteristics, correlation-
based algorithms are a reasonable choice since the signal phase is highly sensitive to motion. The
simplest approach for motion tracking is to use a block-matching algorithm. It is common to
use the cross correlation coefficient as the metric for choosing the best match between the kernel
of data in the ‘reference image’ and the location of the ‘best match’ in the search region of the
'post-deformation image’. Historically cross correlation was in many cases too time consuming
given the large number of image points to track, so surrogates for cross correlation, such as the
sum-absolute-difference or sum-squared-difference, were used. Unfortunately, there are several
drawbacks to the simple block-matching approach. First, since the data are typically acquired
with freehand scanning, the underlying motion is unknown and potentially large compared to
a wavelength of the echo signal, the search regions need to be large. The large search region
increases the computational cost of the search algorithm. Second, if the signal to noise ratio
for the echo signal is too low, and the search range is larger than a wavelength, there is a high
probability of integer-wavelength (“peak hopping™) displacement errors that severely degrade the
motion tracking accuracy.

In an attempt to reduce the computational load of motion tracking for real-time elasticity imaging,
we developed a “guided search™ block-matching strategy [5]. The underlying concept was that,
since adjacent echo signal samples occur at physically close proximity to their immediate neigh-
bors (small distances compared to the acoustic pulse dimension), accurate displacement estimates
at one location provide a good initial guess for displacement estimates in the immediate neigh-
borhood. That initial guess was used to vastly reduce the search region in block matching with a
corresponding significant reduction in the computational cost of the algorithm. The initial method
used continuity among axial displacement estimates in a row (constant depth) to suggest “reliable”
displacement estimates, and used those estimates to predict displacement in the row below (and
so on). Errors in displacement estimates, used to predict the displacement at the next row below,
were thus propagated axially (with increasing depth) and an extensive error detection and correc-
tion scheme was needed. An example of this axial error propagation is shown if Fig. 1b. The
vertical streaks of similar gray shade are the result of displacement estimate errors propagating in
the direction of displacement prediction. Error detection and correction routines find these errors,
stop their further propagation, and ‘fix’ them to a limited extent.

The frequent occurrence of propagating errors and the complexity of the error detection and cor-
rection schemes led to an alternate approach for guided search block matching. The echo signals
decorrelate more rapidly in the axial direction than perpendicular to the acoustic beam. There-
fore, there is a higher chance that a decorrelated echo signal is used to predict motion with axial
guidance than with lateral guidance. The lateral guidance block matching algorithm [7] is more
robust when motion is complex and can naturally be split into multiprocessing tasks. An example
is shown in Fig. 1c. However, this approach retains the requirement that a sequence of consecutive
displacement estimates are used for guiding the block matching algorithm at adjacent locations.

A novel improvement on the guided search concept was reported [8]. The general approach ran-
domly selects a set of initial locations to estimate motion, again using a correlation-based block
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matching algorithm. Some metric is used to decide which among these is the “best” displace-
ment estimate (such as that with the highest cross correlation coefficient), and a list ranking the
highest to lowest measure of “best” displacement estimate is created. The displacement estimate
corresponding to the top of the list is used to guide displacement estimates in its immediate neigh-
borhood. The metric for each of these displacement estimates are entered into the ranking list,
the displacement estimate corresponding to the top of the updated list is used to guide displace-
ment estimates in its immediate neighborhood, and the process continues until displacements are
estimated throughout the desired field. An improvement on this approach [9] tests the reliability
of each of the initial displacement estimates prior to forming the list of potential guidance candi-
dates and thereby measurably improves the reliability of motion tracking. An example is shown
in Fig. 1d.
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Figure 1: B-mode and axial strain images of a breast fibroadenoma which is the most commonly
occurring solid breast tumor — a fiboradenoma — which is a benign disease. A typical finding
in strain images of fibroadenoma is the similarity in the size of the tumor seem in the two image
types. Unlike benign disease, strain images of cancers typically appear significantly larger in strain
images than in B-mode images.

The methods described above provide displacement estimates at integer multiples the spacing of
the echo signals which is too coarse for strain imaging or modulus reconstruction — subsample
accuracy is required. A typical approach to obtain subsample displacement estimates is to inter-
polate the correlation function to find its peak. Typical interpolation techniques, such as quadratic
or cosine, introduce bias that is undesirable. Many alternative methods have been reported, but
among them is a new approach [10] that couples the lateral and axial subsample displacement es-
timates in an effort to substantially improve the lateral displacement estimates while maintaining
high quality axial displacement estimates. An example is shown in Fig. le.

These methods are used to provide high quality 1D, 2D and 3D displacement estimates for linear
and nonlinear modulus reconstructions with promising results.
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3 CONCLUSIONS

Current displacement estimation strategies provide very good results for single-step deformations
as large as 5% in phantoms and about 2% in tissues. Displacements can be accumulated up to
at least 20% strain with 2.D tracking and this limit will likely be exceeded with 3D data and 3D
tracking.
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SUMMARY

A simulation capability has been developed that links model predictions of ultrasound intensity in
an acoustic radiation force used to excite soft tissue to the resulting viscoelastic response in order
to model how shear waves are created and travel through the tissue.

Key Words: elastography, viscoelasticity, shear waves, acoustic radiation force.

1 INTRODUCTION

The overall goal of this work is to develop a new method to image shear wave velocity in tissue for
cancer diagnosis, where the shear waves are generated with an acoustic radiation force. Focused
acoustical energy may be used to induce localized tissue deformation deep within soft tissue.
This effectively allows palpation of interior tissue. With the same transducer used to generate the
acoustic force, it is also possible to track the tissue motion using pulse-echo techniques [1, 2, 3]. If
only a single wave is generated, it is not possible to image the wave in real time with conventional
ultrasound scanners. Bercoff et al. [3] have overcome this limitation by developing an ultrafast,
ultrasound scanner, and Wu et al. [4] have developed a novel technique to use interfering shear
waves to generate a slowly propagating interference pattern that can be imaged using conventional
ultrasound. Since the wave motion depends on the mechanical properties of the soft-tissue, it is
possible to apply inverse problem algorithms to recover some of those properties [5,6]. Since the
mechanical properties of soft tissue depend on the underlying structure, the mechanical properties
are strongly influenced by pathological changes in the tissue. The development of the experiments
and inverse algorithms to reconstruct mechanical properties for disease diagnosis continues to be
an important research area.

In this work, simulation tools for modeling the shear waves resulting from an acoustic radiation
force excitation are developed. The goals of the simulations described here are to: (a) aid in
experimental design by developing a predictive capability that will provide a means of easily trying
out different experimental conditions, (b) help provide insight into the sources of experimental
observations, and (c) provide data for testing inverse algorithms for reconstructing viscoelastic
properties. The simulations can be used to predict how different pushing sequences and types of
pushes (level of focus and beam steering) will create shear waves and how they will propagate,
spread, and decay. This can be used to define what sort of pushes should be used in the experiment.
Furthermore, in the simulations, the displacements at all times are computed, so the data can be
down-sampled and the spectral variance computed to see what the experiment is measuring and
how that data may be interpreted in the context of recovering shear wave speed. Finally, the data
can be used to test the shear wave speed reconstruction algorithms as the experiment is further
refined and developed.
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2 MAIN BODY

The modelling of the acoustic field and resulting intensity is coupled to a viscoelastic finite element
model of soft tissue to model the mechanical response of soft tissue to an acoustic radiation pulse.
In most simulations of waves generated by acoustic radiation forces, the force is treated as an
internal point source, see for example Bercoff et al [7]. In this work, the full field of the acoustic
force is modelled and compared against results for a point source. The work presented here relies
on two software packages, the freely available Field II developed by Jensen [8], which simulates
the fields generated by an ultrasonic transducer, and Abaqus [9], which is a commercial finite
element code that can be used to solve a wide variety of problems in solid mechanics. Software
was developed for interpreting the Field II results and generating the associated input files for
Abaqus.

The analysis procedure involves several steps. First, a finite element discretization of the geometry
of interest is created and the location of the integration points within the elements are identified.
Then, using Field II modules with the transducer properties and settings defined for creating an
acoustic radiation force, the intensity field resulting from the focused ultrasound pulse is computed
at the finite element integration points throughout the domain. The intensity is proportional to the
resulting body force transmitted to the medium from the focused ultrasound pulse. Thus, the body
force distribution, at the integration points, is computed. That body force distribution is then input
into Abaqus, and using a viscoelastic model for soft tissue, the displacement response is computed
as a function of time. A Prony series, generalized viscoelastic model is used for modelling the soft
tissue. The effect of the material parameters and number of terms in the Prony series is explored.
The effect of the size of the radiation field considered by thresh-holding is also investigated as well
as a comparison of the results to that from a point source. Results are compared to experimental
data from the literature too.

A sample of some results simulating an experiment conducted on a tissue-mimicking phantom at
the University of Rochester in K. Parker’s research group is shown below. Figure 1(a) shows a
diagram of the experimental set up. The phantom has a 6 mm cylindrical inclusion that is stiffer
than the surrounding material. The transducer is focused at a point about 9 mm to the left and 3
mm above the center of the inclusion, with a focal depth of 25 mm and an f-number of 1. Figure
1(b) shows the computed intensity field on the center plane of the transducer, where the color scale
is the logarithm of the intensity field. Note, only one half of the domain is imaged, and the domain
is approximated as symmetric, which is reasonable as long as reflected waves from the inclusion
either do not have time or are dissipated before arriving back to the centerplane. Figure 1(c) shows
the displacement field computed in the finite element model of the phantom a short time after the
pulse. Note, a quarter model is used, again making use of symmetry.

3 CONCLUSIONS

A simulation approach and tools have been created for modeling the mechanical response of vis-
coelastic soft tissue to a acoustic radiation force, where the induced force is treated as a body force
proportional to the intensity field rather than a point source. It is found that while the intensity
is highly focused, the field away from the focus has a significant effect on the resulting dynamic
displacement field, and thus, the point source approximation is not adequate.
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SUMMARY

Endotracheal stenting technique is the common treatment for tracheal disorders as stenosis, chronic
cough or dispnoea episodes. Medical treatment and surgical technique are still challenging due
to the difficulties to overcome potential prosthesis complications. In this work we analysed the
response of a stenotic trachea after a stent implantation. A finite element model of a diseased and
stented trachea was developed starting from patient specific computerized tomography (CT) scan.
Tracheal wall was modelled as a fiber reinforced hyperelastic material introducing the anisotropy
due to the orientation of the collagen fibers. Deformations of the tracheal cartilage rings and of the
muscle membrane, as well as the maximum principal stresses, are analysed with FSI approach. As
boundary conditions, impedance-based pressure waveforms were computed, modelling the non
reconstructed lung vessels as binary fractal network. The results showed that, the presence of the
stent prevents tracheal muscle deflections and evidenced possible mucous plugging. The present
work gives a new insight in clinical procedures predicting the mechanical consequences of a pros-
thesis implantation. This tool could be used in the future as a preoperative planning software to
help the thoracic surgeons in deciding the optimal stent type as well as its size and positioning.

Key Words: Fluid Structure Interaction, impedance method, fiber reinforced material, trachea,
stenosis, stent.

1 INTRODUCTION

Tracheal stenosis, which is the most common tracheal injury, is usually caused by a tracheotomy
intubation with unsuitable pressure. Prolonged ischemia and infection causes necrosis of the tra-
cheal wall and deterioration of the cartilaginous structure through the formation of granulation
tissue. This granulation may lead to the collapse of the tracheal wall. Many methods are available
to deal with tracheal stenosis as tracheal dilation, excision of stricture and anastomosis (end-to-end
joining after resection of a tracheal part) or reconstruction but, after treatment, the stenosis may
reappear especially in case of serious injuries. A clear understanding of how the implantation of
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Figure 1: Geometry and computational grid of the diseased (a) and stented (b) CT-reconstructed
trachea.
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Figure 2: Fractal network (left) and impedance-based outflow conditions (right) for stenotic (a)
and stented (b) trachea.

a prosthesis affects the response of the trachea is challenging. The analysis of these aspects using
computational approach may improve surgical outcomes studying a more convenient prosthesis
design, and/or determine the stent positioning before surgery. In fact, although after prosthesis
implantation, patients gain around 50% of breathing capability, other problems may take place,
because of the increased rigidity of the tracheal wall due to the presence of the prosthesis [1],
such as coughing difficulties, stent migration, inflammatory granulation tissue, and, formation,
and obstruction secondary to the interference with mucociliary clearance [1]. While most of the
published works, analysed airflow patterns using idealized or approximated airways geometries
[2,3,4] and only a few were based on accurate airways geometries obtained from medical images,
more recently, fluid structure interaction studies in lower healthy airways were performed for sim-
plified models/geometries, tracheal tube and single or multiple bifurcations [5,6]. The aim of this
study is the analysis of the impact of a prosthesis on the tracheal walls, especially on the muscle
deflections. In this sense, this could be considered a first step to create a tool for analysing pre-
and post-operatory tracheas in order to help surgical decisions.
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Figure 3: Streamlines of the stenotic (a) and stented (b) trachea during forced expiration.

2 MATERIAL AND METHODS

The finite element model of the human trachea was made based on a CT scan performed to a 56
years old diseased patient before and after prosthesis implantation. A full hexahedral mesh of the
trachea was made using ABAQUS (Figure 1). Regarding the fluid domain, a tetrahedral-based
fluid grid was generated filling the tracheal channel using the commercial software IcemCFD
(ANSYS Software). The final mesh was then imported in the software package ADINA R& D
Inc. where the fluid-structure interaction analysis was performed. Cartilage rings and membrane
muscle, in which we considered the preferential orientations due to the collagen fibers, were char-
acterized using a constitutive model described in previous works [11,6]. Airflow was assumed
turbulent (the £k — w model was used). As boundary conditions, impedance pressure waveforms
were computed starting from a patient specific spirometry performed before and after the surgery
(Figure 2). The impedance method is well known in literature for cardiovascular [7,8,9] and pul-
monary system [10].

3 RESULTS

Expiration, which is crucial for stenting migration during breathing and coughing was analyzed.
The exhalation flow is regulated from the two daughters airways. In the trachea, a swirl-flow de-
velops, a cause of the asymmetric flow divider: the swirl-flow coming from the right bronchus
joins those coming from the left with indentation of the skewed velocity profiles of both main
bronchi. This flow type, visible also in the section 3 of Figure 3 (a), induces a typical swirl-flow in
the upper section of the trachea (Figure 3 (a), section 1) resulting in a skewed profile with reversed
velocity components caused by the stenotic geometry. The flow through the stent is axial, strongly
flattened by the turbulence regime and by the geometry of the stent, as shown in the Figure 3
(b). No secondary flow was found in the main bronchi. While normal breathing and coughing
are characterized by an important movement of the muscular membrane which increases the sec-
tion of the trachea during inhalation and decreases it during expiration [6] contributing to the
pressure-balance inside the lungs, the stent implantation massively affect the tracheal behaviour.
In particular, the muscle deflection which is prevented by the stenotic fibrous cap in the diseased
trachea, is still prevented by the prostheses after surgery. This is especially relevant during cough-
ing since the muscle deflection are more important than during breathing [6]. Finally, we observed
that the high velocity jet crossing the stent causes a recirculation at the top of the prosthesis, near
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the tracheal wall, which, as documented in literature [1] is a region predisposed to mucous depo-
sition. This work confirms that after a surgical stent implantation, even the patient acquires part
of the lost pulmonary capacity (compare Figure 2 (a) and (b)), the fluid flow seems to be cause of
well known post-operatory problems.

4 CONCLUSIONS

We presented a detailed approach to simulate pre- and post-operatory human trachea under impedance
outflow conditions. In particular we analysed the expiratory flow. To correctly evaluate tracheal
wall stresses, strains and muscle deflections, we applied the impedance method which allows the
computation of pressure waveforms at the outlet of the 3D domain, modelling the non-imageable
vessels of the lungs as a binary network. We found that during exhalation, the mechanical re-
sponse of the tracheal muscle is prevented by the presence of the stent and the flow patterns show
a recirculation which can cause mucous plugging. Quantification of flow patterns inside different
airway geometries due to different prostheses could be performed before a surgery in order to help
the surgical technique and the choice of stent type. In the future, this may help clinical outcomes.
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(2]

[4]

[5]
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SUMMARY

In this work we focus on particular topics for the numerical solution of the Fluid-Structure
Interaction problem in the haemodynamics context.

Key Words: Fluid-Structure Interaction, partitioned schemes, temporal schemes.

1 INTRODUCTION

In this work we focus on the numerical solution of the Fluid-Structure Interaction (FSI)
problem in the context of haemodynamics applications. In particular, we investigate and
apply some numerical strategies for different topic, such as 1) the prescription of suitable
clinical boundary conditions, ii) the comparison between schemes that treat in an im-
plicit or in an explicit way the interface position, based on the introduction of a new test
with analytical solution for the FSI problem, iii) the comparison between the convergence
properties of the Robin-Robin algorithm varying the temporal schemes both for the fluid
and for the structure problem.

2 MAIN BODY

In this work we focus in the modeling and in the numerical simulation of the Fluid-
Structure Interaction (FSI) problem in vascular dynamics. The blood is modelled as an
incompressible Newtonian fluid and the vessel as a linear elastic structure in a truncated
computational domain.

A difficult task in hemodynamic simulations concerns the prescription of realistic bound-
ary data on the artificial sections as, typically, only partial data are available. At the inlet
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Figure 1: Fluid velocity at the time T =0.005 s, T=0.010 s and T=0.015 s.
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Figure 2: Radial displacement for three algorithms at the time T = 0.005 s, T=0.010 s and
T=0.015s.

For the comparison among different temporal schemes, we consider backward differential
formulae (BDF) for fluid and structure, #-method for the fluid, and Newmark and -
generalized methods for the structure. First of all, we observe in Figure 3 that all these
shemes converge towards the analytical solution, with the expected convergence rate.
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Figure 3: Convergence rate for different temporal schemes. Fluid pressure solution (left)
and structure velocity solution (right). Time =¢ = 0.002 5.

Finally, we study the convergence performance of Robin-Robin algorithm varying the
temporal schemes. From the proposed theoretical analysis and from the numerical re-
sults, we observe that the temporal schemes influence the convergence of the algorithm.
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we impose the flow rate by the Lagrange multiplier approach proposed in [4]. Moreover,
to avoid spurious reflections of pressure waves, we introduce new absorbing resistance
boundary conditions.

The numerical discretization of FSI problem requires the management of the interface
continuity conditions and the treatment of the interface position. For the treatment of
the interface position (and fluid convective term) we consider two possible treatments:
explicit or implicit. In the explicit treatment, we extrapolate the interface position from
previous time steps, whilst, in the implicit treatment, the interface position is an unknown
of the problem, and it is necessary to solve a non-linear problem, introducing fixed-point
iterations.

At each time step in the explicit treatment or at each fixed-point subiteration in the im-
plicit treatment, we obtain a linearized FSI problem, where the satisfaction of the interface
continuity conditions is mandatory. In this work, this is guaranteed by using partitioned
procedures, where the fluid and the solid subproblems are solved separately until con-
vergence and are coupled through transmission conditions. In particular, we consider the
Robin-Robin (RR) scheme introduced in [1].

Where an implicit treatment of the interface position is considered, we distinguish two
algorithms: i) A single-loop scheme, where just one loop is considered to update the
interface position and the continuity conditions; ii) A double-loop scheme, where we in-
troduce two loops, an external one for the update of the interface position, and an internal
loop for the treatment of the interface continuity conditions. We provide a comparison
among these three schemes, aiming at investigating which of them is effective in haemo-
dynamics applications.

Then, we consider different temporal schemes for the discretization of the fluid and of
the structure subproblems. The aim here is to check the global convergence rate of the
time discretization of the FSI problem. To do this, we introduce a new test case where an
analytical solution for the FSI problems is provided.

Finally, we would like to investigate the convergence properties of the Robin-Robin
scheme when different temporal schemes are considered for the time discretization of
the fluid and structure subproblems. Indeed, the coefficients of transmission conditions
in the Robin bc depend on the temporal scheme. This fact influences the convergence
velocity of the different temporal schemes. For the comparison, we propose a theoret-
ical convergence analysis on a reduced FSI model for the different temporal schemes,
extending the results obtained in [2], [1] and [3].

3 NUMERICAL RESULTS

We consider a cylindrical domain and we impose at the inlet a sinusoidal flow rate and at
the outlet an absorbing resistance condition. In Figure 1 we show the fluid pressure at time

= 0.005s,f = 0.010s and ¢t = 0.015s. In Figure 2, we show the radial interface dis-
placement obtained with the three algorithms. We observe that the solution obtained with
implicit algorithms are the same, whilst the solution obtained with an explicit algorithm
is slightly different.



Moreover, we observe that for the explicit algorithm, some temporal schemes result more
stable than others. For example, when the mid-point scheme is used for the structure,
the interface displacement features numerical oscillations in the phase of decompression.
Otherwise, algorithms based on BDF schemes do not exhibit this phenomenon.
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SUMMARY

In this study, we develop structured tree outflow boundary conditions for modeling the human
carotid bifurcation hemodynamics. The model geometry was reconstructed through computerized
tomography (CT) scan. Unsteady state CFD analyses were performed under different conditions
using a commercial software package (ADINA R& D Inc.) in order to assess the impact of the
boundary conditions on the flow variables. In particular, the results showed that the peripheral
vessels significant impact the pressure while the flow is relatively unaffected. In addition, an un-
steady FSI simulation was carried out using impedance-based conditions in order to evaluate the
dependence of the wall shear stress (WSS) on the arterial wall compliance in the carotid bifurca-
tion. For this reason, a comparison between FSI and rigid-wall models was conducted. Results
showed that the wall shear stress distributions were substantially affected by the diameter variation
of the arterial wall. In particular, even similar WSS distributions were found for both cases, the
computed WSS values significantly varied.

Key Words: Carotid bifurcation, CFD, FSI, impedance method, blood flow, wall shear stress.

1 INTRODUCTION

It has been well accepted that low and oscillating flow shear stresses correlate positively with inti-
mal thickening and atherosclerosis progression [4,5]. Even still debated in literature, this hypotesis
considerably influenced the research in the atherogenesis field in recent years [5]. However, more
recent studies often associated plaque progression and lumen narrowing in carotid bifurcation
with high wall shear stress [4]. Carotid hemodynamics is very sensitive to geometrical factors
as tortuosity, curvature ratio and bifurcation angle [3,6]. Recently, extensive studies were con-
ducted on computational fluid dynamics (CFD) for healthy carotid providing statistical analyses
of correlation between disturbed flow with bifurcation geometry of several patients [3,6]. Due
to the interindividual variability of geometry and flow dynamics, this sensitivity is crucial and
challanging for CFD models and fluid structure interactions (FSI) features. While most of the
works on FSI are oriented to the statistical stress analysis of atheroscerotic plaque [4,7], others
[2] try to validate the hypothesis that low or oscillatory shear and high maximum principle cyclic
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Figure 1: Geometry, fractal network and boundary conditions of the CT-reconstructed carotid
bifurcation (inflow (a) and impedance-based outflow conditions (b)).

strain correlate with known inflammation sites in the carotid bifurcation. The aim of this work is
to apply to a carotid bifurcation the impedance method in order to obtain physiological pressure
boundary conditions as a function of the inflow and of the geometry of the artery. This method
can be considered an attractive tool to compute physiological intravascular pressures when these
are not available and/or considering the difficulties and the limitations to get these data in vivo.
Moreover, to assess the importance of the FSI analysis (where pressure informations are necessary
to compute the wall compliance), we applied the impedance-based conditions to evaluate how the
wall compliance can affect the blood flow pattern and the WSS in a human carotid comparing
fluid-structure interaction analysis with rigid wall simulation.

2 MATERIAL AND METHODS

The patient-specific carotid geometry was reconstructed using computed tomography (CT) scans
at one time point of the cardiac cycle. The arterial tree considered in this study included the
common carotid (CCA) and its principle branches: the internal (ICA) and the external (ECA). A
fluid tetrahedral mesh of about 200000 elements was generated using the commercial software
IcemCFD (Ansys Software Inc.) starting from the internal shell that represents the numerical fluid
solid interface domain. For the solid grid, since no data were available from real images, a con-
stant thickness was given to the arterial wall. A full hexahedral mesh of about 60000 elements
was created using the meshing tool of the commercial software ABAQUS Inc. The geometry of
the considered model is represented in Figure 1. The final mesh was imported into the software
package ADINA R& D Inc. where the FSI and rigid wall simulations were performed. Blood rhe-
ology was assumed as Newtonian. In particular, according to literature, the blood density and the
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blood viscosity were taken as 1067 K g/m? and 0.0035 N/m? respectively. Since the Reynolds
number based on the average arterial diameter was about Re = 950, the blood flow was assumed
laminar and incompressible under unsteady flow conditions. The carotid wall was modeled as
a hyperelastic incompressible isotropic and homogeneous material. For this preliminary study,
the viscoelasticity, the active behavior of muscle fibers of the artery, and the intrinsic anisotropy,
due to the preferencial directions of collagen and muscle fibers, were not considered. The carotid
bifurcation was then characterized by the following strain energy function W:

W= % [exp (2(11 - 3)) - 1} +U), 1)

where 1 is the first invariant of the deviatoric right Cauchy-Green tensor C = J~2/3FTF, J =
det(F) is the Jacobian, F is the standard deformation gradient, U is the volumetric energy function
and a, b are material constants. In particular we considered a = 44.2 kPa and b = 16.7 [1,2].

3 RESULTS

The importance of using impedance-based pressure conditions is assessed first comparing differ-
ent outflow conditions (impedance-based pressures and simply traction free conditions) using the
same geometry and the same approach (CFD). The results show that even similar pressure distri-
butions are found, the time history of the pressure is completely different for the two scenarios
(see Figure 2). From a physiological perspective the above is the major importance because the
correct evaluation of the intravascular pressure plays an important role in the cardiovascular me-
chanics, especially in diseased patients. Moreover, intravascular pressure are crucial for evaluating
arterial stress distributions which, as reported by [1,2] among others is recognized to play an im-
portant role in combination with the WSS distributions for initiation, develop and progression of
atherosclerosis. WSS was computed and compared for FSI and rigid wall models. Its temporal
history showed that significant differences can be found between the considered cases. The com-
puted WSS distributions show higher values if computed with CFD simulation rather than FSI
analysis in each carotid branches. The TAWSS was also analyzed for both FSI and CFD simula-
tion, in order to assess the importance of FSI in determinig carotid hemodynamics. Its distribution
resulted different for the two cases confirming that the wall compliance can be neglected only in
first approximation while studying carotid hemodynamics. The wall stresses and strains were fi-
nally analyzed. The maximal stress is located at the side wall region of the intersection of the two
branches and exhibits a low WSS distribution. This correlation between the low WSS with the
maximal arterial wall stress in this location is consistent with that of previous investigators [2,5].

4 CONCLUSIONS

The proposed impedance method can be considered a very attractive tool to compute physiological
pressures starting from blood flow measures. In fact, while intravascular flow can be obtained with
standard techniques through non invasive measurements (as ultrasound Doppler for example), in-
travascular pressures required the use of invasive probes which can affect the overall blood flow
during the measure. Comparison with standard outflow conditions demonstrated clear differences
between the numerical results of the computed pressures. Moreover, while standard boundary
conditions provide almost the same WSS distributions in comparison with those obtained with
impedance-based conditions, these cannot be used to compute the wall stresses and strains which
are important factors to take into account in atherogenesis. Comparison of computational results
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Figure 2: Comparison of the temporal intravascular pressure history (a) and of the diastolic pres-
sure distribution (b) (in [kPa]) between impedance and traction free conditions.

between rigid and compliant arterial wall showed not only remarkable qualitative discrepances
in the WSS distribution, but also relevant differences in the WSS temporal profiles. This con-
firms that to study the atherogenesis for carotid hemodynamics, arterial wall compliance can be
neglected only in first approximation since, for an accurate WSS computation, wall displacements
can play an important role. Computed wall stresses showed high values in correspondance to areas
characterized by low wall shear stresses. As known, these zones are recognized to be subjected
to high-risk of atherosclerosis. Identification of these areas could lead to future advance in the
preventive medicine and from this point of view, numerical simulations should take into account
the fluid and the structure in a coupled approach.
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SUMMARY

In this talk we will report on some novel computational approaches that we developed recently for
challenging problems of fluid-structure interaction (FSI) in biomechanics and show their applica-
tion to problems in hemodynamics on different scales. The focus will be on three new methods.
First we will introduce a truly monolithic algebraic multigrid approach for fluid-structure interac-
tion and show its advantageous performance for biomechanical FSI. In order to be able to treat
non-conforming interfaces in an efficient and reliable way we have developed a dual mortar based
strategy that is applicable to both monolithic and partitioned fluid-structure interaction approaches.
And finally we will show how to treat 3D finite deformation contact in such FSI scenarios. We
will apply a combination of our methods to problems like FSI for Abdominal Aortic Aneurysms,
the simulation of red blood cells (in flow and through capillaries) and clamping of an aorta during
surgery.

Key Words: fluid-structure interaction, algebraic multigrid, dual mortar contact, non-conforming
interfaces, AAA, red blood cells.

1 METHODS

It is well known that biomechanical problems are often the most challenging multifield problems
— not only from the point of view of modeling but also as far as computational techniques are
concerned. One prominent class of multifield problems in bioengineering is fluid-structure in-
teraction (FSI). Some of the challenges here come from the usually quite complex geometries —
while already the initial geometry, usually obtained from medical imaging, is quite complex it
sometimes even gets more complicated through changing topologies. Challenges also come from
the complexity and special characteristics of the individual fields — complex nonlinear behavior
and prestressing of soft tissue; complex, sometimes even turbulent, flows; etc. Another challeng-
ing fact for computational algorithms for FSI is that densities of fluid and tissue are in the same
range which causes some coupling algorithms to diverge and some to converge very slowly. In
order to meet these challenges we will introduce three novel computational approaches:

1.1 AMG(FSI) - Algebraic Multigrid Fluid-Structure Interaction

The first approach is concerned with the efficient solution of the coupled problem. In order to come
up with an efficient solution strategy for this class of problems we are utilizing algebraic multigrid

164



principles. While multigrid methods have been excessively studied for single field phenomena,
less attention has been given to the application of multigrid principles in complex multiphysics
and multiscale simulations. In the presented approach, an AMG hierarchy for the nonsymmetric
monolithic fluid, structure and mesh movement system of equations is constructed that considers
a coarse representation of interfield off-diagonal coupling blocks in a variationally consistent way.
This FSI multigrid preconditioner is based on a mixed smoothed aggregation and nonsymmetric
smoothed aggregation approach that accounts for the hybrid nature of the monolithic FSI problem,
where the underlying discretization is either conforming or non-conforming based on a dual mortar
approach (see below). It limits the amount of artificial smearing of individual fields on coarse
levels by construction and allows for field specific smoothers within its block oriented smoothing
procedure.

1.2 DMFSI - Dual Mortar based Fluid-Structure Interaction

Because of the usually quite complex geometries involved and different meshing demands from
the individual fields it is not always possible or advisable to use matching or conforming grids.
Hence we present a novel approach to deal with non-matching grids in the context of fluid-structure
interaction (FSI) simulations with the finite element method. The proposed method is based on
the integration of a dual mortar method into the general FSI framework. The main focus is set
on monolithic coupling algorithms for FSI as described above. In these cases the dual mortar ap-
proach allows for the elimination of the additional Lagrange multiplier degrees of freedom from
the global system by condensation. The resulting system matrices have the same block structure
as their counterparts for the conforming case and therefore permit the application of the above
mentioned algebraic multigrid solver for monolithic FSI systems. For partitioned Dirichlet- Neu-
mann coupling schemes it is shown that the dual mortar approach permits a numerically efficient
mapping between fluid and structure quantities at the interface. Owing to its generality, the pro-
posed method is not limited to any specific formulation neither for structure, fluid or ALE. The
numerical and convergence behavior of state-of-the-art iterative solvers is shown to be comparable
to standard simulations with conforming discretizations at the interface.

1.3 FSCI — Fluid-Structure-Contact Interaction

Many problems in biomechanics and more specifically in hemodynamics require the simulation of
contact interaction of deformable solids embedded in fluid flow. Some examples are heart valves,
synovial joints or capillary flow of red blood cells. Solving these types of systems requires power-
ful simulation approaches for both fluid-structure interaction (FSI) and finite deformation contact
and poses several very challenging problems to state-of-the-art numerical methods and algorithms.
First, the employed FSI scheme must be capable of dealing with large structural movements, ro-
tations and deformations. Second, a contact formulation needs to be consistently integrated into
the global FSI framework both in terms of its variational basis and its discretization. This second
aspect requires special attention, since contact interaction by definition causes topology changes
of the surrounding fluid domain. The proposed method for 3D fluid-structure-contact interac-
tion combines a recently developed mortar contact formulation with a fixed-grid FSI approach
based on the extended finite element method (XFEM). The derivation of a fully coupled discrete
formulation as well as geometric aspects of how to accurately capture fluid-structure interfaces
and contact regions will be addressed. Solution of the resulting linearized systems of equations
is shown to be possible with either partitioned or monolithic fluid-structure coupling algorithms.
Numerical examples demonstrate that flow patterns around approaching bodies close to contact
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are resolved with high accuracy and in particular that dealing with the limit case of actual contact
is straightforward within the proposed fixed-grid FSI framework.

2 CONCLUSIONS

Three novel computational techniques have been developed that allow high quality simulations of
challenging fluid-structure interaction problems in hemodynamics. After introducing the meth-
ods and their advantages, combinations of these approaches have been applied to different FSI-
problems in hemodynamics. The numerical examples range from FSI for Abdominal Aortic
Aneurysms, the simulation of red blood cells (in flow and through capillaries) to the clamping
of a human aorta during heart surgery. These examples demonstrate the versatility and efficiency
of the proposed methods.
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SUMMARY

Morphogenesis is the biological process that causes an organism to develop its shape. We
describe here several particular aspects of its numerical modeling especially the coupling of
morphogen concentration diffusion with mechanical strains. An inverse problem approach is
finally considered to estimate several parameters which are currently out of reach of current
measurements.

Key Words: morphogenetic movements, active cell deformation, morphogen concentration
diffusion-reaction, inverse problem.

1 INTRODUCTION

Morphogenesis is the biological process that causes an organism to develop its shape. It
can take place also in a mature organism, in cell culture or inside tumor cell masses.
Modeling these movements is particularly interesting because it involves both cell and
tissue behavior. Biologist scientists think furthermore that their understanding can also
provide information on cell collective migration, which is fundamental to cancer
metastatis development.

In embryogenesis, morphogenesis regulates the organized spatial distribution of cells and
it involves a coordinated series of events that are triggered by a limited number of
cellular processes such as migration, multiplication, stretching and folding of the
epithelium. Tissues then undergo large deformations, including growth and contraction,
so that their final configuration and the physical form of the organs are optimally
designed to carry out their specialized functions.

Together with genetics and molecular biology, it has then become very important in the
last decades to identify and better understand the mechanics of this space-time dependent
process [5]. Several biological systems are observed to achieve this goal such as
Zebrafish, C. Elegans or Drosophila embryos. The latter one has been the object of our
research for the last few years and is illustrated here.

2 NEW MODELLING APPROACH OF ACTIVE CELL
DEFORMATION INSIDE THE EPITHELIAL MEMBRANE
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Very often in life sciences we find complex and irregular forms. The analytical
description of their geometry represents a major issue when computer modeling is used to
simulate their behavior. Furthermore, many biological systems such as tissues and
membranes may deform themselves through a series of successive processes, so that their
shape becomes more and more complicated. Even though recent new imaging techniques
such as MRI (Magnetic Resonance Imaging) and CTI (Constant Time Imaging) together
with several microscopy methods have played a significant role to provide digital images
of living tissues, many fundamental parameters of the systems remain unknown.
Therefore, for computer simulations drastic approximations of the real geometrical
shapes are usually introduced. Such simplifications allow qualitatively describing
elementary deformations, but still for highly idealized structures such as spheres,
ellipsoids or other simple analytical geometries. Consequently, we have developed an
intermediary technique, which lies at the middle line between an analytical approach for
simplified biological structures and a digital segmentation of real complex living
structures [2].

The key idea is to parametrize one of the coordinates of a general shell, specifically the
thickness variable, using the electric potential, which is calculated by the classical
Laplace’s equation and to define then a curvilinear coordinates system, which enables to
describe any type of three-dimensional geometry, even those showing irregularities or
holes. Once the coordinate system has been defined, we are then able to introduce and
model any type of elementary deformation occurring to the biological structure.

v

a7
o

(a) (b) (©
Fig. 1 Numerical computation of the curvilinear basis for a generic 3D structure using the electrical parametrization.
(a) The normal vector R, . (b) and (c) The tangential vectors V,, and V, respectively (for illustrative purpose only part
of the 3D structure is represented).

(C) (b) (©

Fig. 2 Isovalues of the three potentials giving the coordinates system constituted by VE; (a), sz (b) and V53 (c) (for

illustrative purpose only part of the 3D structure is represented).
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3 GRADIENT OF DEFORMATION DECOMPOSITION
FOR TISSUE RESPONSE TO CELL DEFORMATION

As an example, a three-dimensional finite element model of the Drosophila embryo has
been created in order to simulate three morphogenetic movements: ventral furrow
invagination (VFI), cephalic furrow (CF) formation and germ band extension (GBE) [1].
The thin embryonic tissue modelled as a Saint-Venant material and a unilateral contact
condition with the surrounding stiff vitelline membrane was implemented. The
membrane encloses the yolk, not meshed here, which is considered to stay under uniform
pressure implying a non-local pressure condition because of the volume conservation.
The large strains occurring to the cells are considered using a deformation gradient
decomposition method. The total deformation F was split into two parts: an initial active
deformation F' which accounts for individual cell movements and a subsequent passive

deformation F,, undergone by the adjacent tissues. Therefore we have
F=FJF, (1)
The active deformations F! change according to the morphogenetic movement considered.

For the VFI (Fig. 3) and CF, apical constriction is implemented as the only active
deformation responsible of the movement. Additionally, for the CF formation we have
been able to reproduce the movements of the cells towards the anterior pole of the
embryo, which, to our knowledge, has never been proposed in literature before. (Fig. 4)
[3]. For GBE, we introduce an elongation along the antero-posterior axis of the embryo
and a shortening along the dorsal-ventral axis, so that the convergent-extension
movement of the tissues is simulated. Together with the individual simulations of the
movements, we also proposed the concurrent simulation of the biological events.
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Fig. 3 Fig. 4
Fig.3 Successive phases of VFI. On the left ventral views, on the right cross sections of the embryo (AP= anterior pole,

PP= posterior pole). Fig. 4 From (a) to (c), successive steps of the dynamic simulation of the CF tested for a hollow
ellipsoidal geometry. In red the active region where the active deformation is introduced.

4 MECHANO-DIFFUSION OF MORPHOGEN

So far, the active deformations proper to each morphogenetic movements have been
detected from experimental observations, therefore directly introduced in the model. The
true link between mechanics, and the chemical and genetic activity remains less known.
However recent biological experiments have shown that a diffusion phenomenon of
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morphogen concentration, which is considered as an additional signaling parameter [4].
may drive and control these active celle deformations.

To couple the chemical and the mechanical fields, we introduce, on one hand, a simple
linear relationship between the rate of the active deformation magnitude o and the actual
concentration of morphogen per unit of deformed volume ¢ as follows

aa _g.. )

where B is a positive constant. On the other hand, the morphogen concentration ¢ verifies

the following diffusion-reaction equation in highly deforming media written in the initial
configuration:
d(Jc)

D~ div, (1 %, € (V) + T (3)

with J =detF, k, the diffusivity scalar constant, k, the chemical reaction coefficient and

C = F'F is the Cauchy-Green deformation tensor.

By the individual simulations of three morphogenetic movements, we show that
deformation patterns similar to those experimentally observed, can be modeled by
properly combining the two phenomena.

. “——
@ (b) (c)

Fig.4 From (a) to (c) successive steps of the VFI simulation. As we can observe, the morphogen concentration ¢
decreases as long as the active deformation increases so that the VFI occurs.

5 INVERSE PROBLEM APPROACH

Numerical simulation requires rather accurate quantification of material parameters, and
geometries. In many areas this is a difficult issue to obtain experimentally such
information but in morphogenesis this is particularly exacerbated.

Thus an inverse problem approach appears extremely valuable. We use a misfit function
Jerr, Wwhich depends on parameters such as material properties, F, the active deformations
or even the internal shape of the embryo because often only the external boundary has
been measured and identified.

The optimisation of the error function J,, is performed by computing the optimality
equations for all the parameters via an adjoint state which allows to elegantly and
efficiently compute its gradient. All the unknowns are finally computed using a Newton
Scheme with unidirectional line search.

Several examples of such an approach applied to morphogenesis will be illustrated during
the presentation.
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6 CONCLUSIONS

We have discussed several aspects of morphogenesis simulation which couples individual
cell movements with macroscopic tissue deformation. These peculiar cell deformations
are activated by morphogen concentration, which satisfies a diffusion equation in
deforming media. Results have been presented which shows how successful numerical
simulation may be to understand complex phenomena such as invagination.
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SUMMARY

Blood flow modelling within a carotid artery bifurcation is of interest with regards to the gen-
esis and diagnosis of atherosclerotic plaques. In the present study, the arterial geometries were
reconstructed using AMIRA and an in-house meshing software. Boundary layer meshes were
employed to accurately resolve high near-wall velocity gradients inside the artery. A locally con-
servative Galerkin (LCG) spatial discretisation was applied along with an artificial compressibility
and characteristic based split (CBS) scheme to solve the 3D incompressible Navier-Stokes equa-
tions. The blood was modelled as a Newtonian fluid and a no-slip boundary condition was applied
to the vessel wall. A Womersley profile was applied to the inflow and outflow boundaries. Turbu-
lence was modelled using a Spalart-Allmaras one equation model in cases of severe stenosis. In
order to analyse the transient flow within the carotids, haemodynamic wall parameters (HWPs) are
utilised. Selected results have been presented in the current work, highlighting both the variations
and conformities between inter-patient carotid haemodynamic wall parameter distributions.

Key Words: carotid bifurcation, patient-specific modelling, LCG, local flux conservation,
CBS, wall shear stress

1 INTRODUCTION

Clinical observations have shown that atherosclerotic disease typically occur at regions of com-
plex haemodynamics such as arterial bifurcations. Simulating the blood flow within the artery
can provide understanding to the genesis and diagnosis of atherosclerotic plaques. Since cardio-
vascular disease is the principle cause of death in the United States, Europe and regions of Asia,
this topic is of particular importance. Research has found that low or oscillatory wall shear stress

is associated with atherogenesis and high oscillatory shear stresses have been shown to induce
inflammatory pro-atherogenesis effects such as monocyte adhesion. Whereas high shear stresses
have been linked to mechanical and/or chemical mechanisms that provide athero-protective ef-
fects. In the present work, six haemodynamic wall parameters from the literature are brought
together and thoroughly investigated in order to assess atherosclerotic plaque formation [1].

In order to model the blood flow, the locally conservative Galerkin (LCG) method is employed
within the characteristic based split (CBS) scheme. The technique was developed in order to
rectify some of the inherent drawbacks of the discontinuous Galerkin (DG) methods while main-
taining advantages such as explicit local and global conservation. Use of DG methods within
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industry is often hampered by the large CPU and memory requirements, due to the sieihgf
multiple solutions at a node as well as solving for additional flux variables. To overcome these
restrictions, the approach adopted within this work allows for the introduction of the interface flux
into the continuous Galerkin framework [2, 3].

In this work we briefly outline the method used for flow simulation. In order to deal with do-
mains including severe stenosis, turbulence modelling and Windkessel boundary conditions are
introduced. The computational code developed in-house is described and its scalability discussed.
It is then applied to study the fluid induced wall shear stress distributions on a number of patient-
specific carotid bifurcation problems.

2 NUMERICAL SCHEME

2.1 Semi-discrete form of the characteristic based split (CBS) scheme

The present work couples the semi-discrete CBS scheme [4] with the LCG spatial discretisation
[1, 3] procedure to obtain an element-wise solution strategy. The CBS approach adopted in this
work, starts with a solution to an intermediate velocity field. This intermediate velocity field is
then corrected, once the pressure field is obtained from a pressure (continuity) equation. Ignoring
third and higher order terms, the three steps of the CBS scheme are defined respectively as:

s\ 1 ow \" 2 s\
uﬁzuﬂ—At(au]uZ) Al ( am) LA ” d <8u]uz> )

axj aix] Eaxj 2 8$k Ba:j
Pt =p" = B*Atp 0 <uﬁ — At < Op ) ) )
op\"  At? o [ op\"
ntl =
wrt =l - ar(gh) 4 Sruge (50) ®)

The artificialcompressibility from of the CBS scheme is employed along with a dual-time stepping
approach to recover the transient solution [4].

2.2 The Spalart-Alimaras turbulence model

If a stenosis is present within the domain, then the flow may experience transition from laminar
to turbulent. If this is the case, a Spalart-Allmaras (SA) turbulence model is employed. It is a one
equation model, which uses a single scalar equation and several constants to model turbulence.
The SA model is applied as a fourth step to the CBS scheme. The SA model equation is given
below

8ﬁ+ ovu; 1|0 (vt A)aﬁ N (8ﬁ 2 s (9)2 © e
el = v+ D)— 4 cp | — - Cw1 3 Co1oV
ot 8952 Op 8$Z 8.%@ ém W d SN——
S—— — Production
Convection Near—wall inviscid destruction

Viscous dif fusion

(4)
The reader is referred to [5] for further information on the SA model and the modifications required
for Step 1 of the CBS scheme.
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2.3 Boundary conditions

The blooddynamic viscosity and density are taken to/be= 0.004 kg/m s andp = 1.0 x 103

kg/m? respectively. A no-slip boundary condition was applied to the vessel wall. The blood flow is
assumed to be unsteady and fully developed with a Womersley profile being employed. Another
alternative would be to use measured velocity profiles captured using MRI and phase contrast
measurements. However, this was not possible in this case and thus a Womersley profile is used.
Construction of the velocity profile, the harmonics used in waveform generation and the mapping
procedure to map the the flow profile to a non-circular cross section can be found in [1, 6].

In order to simplify the boundary conditions, we have assumed an internal carotid artery (ICA)
flow rate of 60% and an external carotid artery (ECA) flow rate 40% of the total common carotid
artery (CCA) flow rate for healthy geometries.

3 MESH RECONSTRUCTION

Geometry was constructed from a set of CT images. The healthy right carotid from Patient 1 was
constructed from a set of scans provided by Singleton Hospital, Swansea, UK. Further carotid ge-
ometries (left and right from each patient) were constructed from sets provided by Royal Wolver-
hampton Hospital, Wolverhampton, UK. At least one of the carotids in each of the Wolverhampton
sets has been clinically diagnosed with a stenosis. The geometric reconstruction was undertaken
using AMIRA. In order to improve the quality of the AMIRA surface mesh, surface coarsening
and smoothing using the technigue given by Saks@b[7] was undertaken. Preparation of the
surface mesh included introducing cuts to ensure the inlet and outlets were perpendicular relative
to the arterial wall. To capture the high velocity gradient close to the wall boundary layers are
required. They are constructed by projecting the surface points inward along the surface normal.
A new surface mesh is constructed from these new points, with the same topology as the outer
surface mesh. The two surface meshes are connected together and tetrahedra are formed by the
subdivision of prismatic elements. Multiple boundary layers can be constructed through repetition
of this technique. The volume mesh for the remainder of the domain is formed using a meshing
solver based on the Delaunay method. The boundary layer mesh thickness exponentially decreases
closer to the vessel wall [1, 7].

4 RESULTS

Six derived haemodynamic parameters were investigated in order to predict the locality of athero-
genesis. These include time-averaged wall shear stress (WSS), oscillating shear index (OSI) and
the wall shear stress angle deviation (WSSAD). Selected results of the time-averaged WSS are
shown in the figure below. In the case of the right carotid of Patient 01 (PATO1R) and the left
carotid of Patient 03 (PATO3L), the peak values occur at the stenosis proximal to the bifurcation.
Low WSS is predicted along the outer wall of the ECA. Within the geometry of PATO3R, high
WSS occurs near the flow divider. This is an athero-protected region. This is in good agreement
with other reported work [8]. From PATO1R and PATO3L, high rather than low values of WSS
are found at the stenosis. The low and oscillating wall shear stress hypothesis does not explain
the continued growth of plaque, once sufficiently accumulated to alter the preceding shear stress
distribution as seen in PATO1R and PATO3L. The predicted peak of 805 dyh&icdRATO3L is
exceptionally high and damaging. This is greater than the 315 dyAdhah Holmeet al [9]
determined was sufficient to induce platelet activation and enhanced platelet thrombus formation.
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Figure 1: Figure showing the Time-Averaged Wall Shear Stress (dyApdistributionfor four
carotids. (a) PATO1R (b) PATO3R (c) PATO3L (d) PATO4L

5 CONCLUSIONS AND FUTURE WORK

This short paper outlined a method of modelling blood flow and using haemodynamic wall param-
eters to analyse atherogenesis with the intention of geometrical classification. Work is ongoing in
the analysis of further geometries and model refinement. Further research is certainly necessary
both in terms of understanding the atherogenesis and classification of carotid stenoses.
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SUMMARY

The heart pumps blood throughout the body efficiently owing to the heart valves operation.
Aortic stenosis (AS) is one of the most common diseases related to dysfunction of the heart
valves. In this study, we apply the virtual flux method to the 2D aortic valve leaflets, and consider
the movements of the valve leaflets during cardiac cycle. The longitudinal length L and diameter
D of the aorta are 200 mm and 20 mm. The shape of the sinus of Valsalva is approximated as a
semi-ellipse. The Reynolds number Re at the peak velocity corresponds to 100. The aortic valves
open due to pressure gradient and the blood flows toward the aorta. Vortices are obviously
confirmed in the sinus of Valsalva, which are considered to help the aortic valves to close. We
successfully reproduced the movements of the aortic valve leaflets during cardiac cycle by the
virtual flux method.

Key Words: Aortic valve, blood flow, sinus of Valsalva.

1. INTRODUCTION

The aortic valve consists of three thin membranous cusps, which in the open position are
displaced outward toward the aorta to eject blood in the left ventricle, and come together to seal
the aortic orifice in the closed position. The heart pumps blood throughout the body efficiently
owing to the heart valves operation. Aortic stenosis (AS) is one of the most common diseases
related to dysfunction of the heart valves. The opening area of the valve decreases due to AS,
which cause considerable reduction of amount of blood flow. Clinically, the severity of AS is
evaluated by estimating the opening area of the valve. The opening area determined by using
planimetry to trace manually at the level of the orifice usually includes some errors [1]. A
modification of the Bernoulli equation is applied to determine the pressure gradient [2], however,
there is a tendency for pressure gradients derived by echo data to be larger than those directly
measured using invasive cardiac catheters. It is necessary to know blood flows around aortic
valve and pressure drop changes due to AS in advance. Numerical simulation is expected to lead
to a better understanding of AS and its dependence on flow parameters. In this study, we apply
the virtual flux method (VFM) [3], which is a tool to describe stationary or moving body shapes,
to the 2D aortic valve leaflets, and consider the movements of the valve leaflets during cardiac
cycle.

176



2. METHODS
2.1. COMPUTATIONAL MODEL

Numerical simulation of blood flow in aorta with valve leaflets and sinus of Valsalva is
performed. Figure 1 shows the schematic view of the 2-dimensional simulation model used in this
study. The longitudinal length L and diameter D are set to 200 mm and 20 mm. The valve leaflets
whose length is D/2 are placed at 2D from the inlet. The shape of the sinus of Valsalva is
approximated as a semi-ellipse with the longitudinal length and depth are 20 mm and 10 mm,
respectively.

Figure 1. Schematic view of the computational model.

2.2. GOVERNING EQUATION

The lattice Boltzmann equation (LBE) with a 2D square lattice model with 9 velocities for
incompressible fluid, which is proposed by He and Luo, is used as a governing equation.

p(X+e At t+AD) - p (X,1)= —l{pa(x,t) - qu)(x,t)}, 1)
T

where p,, is the distribution function, p,®® is the equilibrium distribution function, and 7 is the
relaxation time. It is shown that the Navier-Stokes equations can be derived from the LBE though
a Chapman-Enskog expansion procedure in the incompressible limit with a relaxation time t as,

3v Ot
T= +—.
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The most common choice for the equilibrium distribution function f,? is the truncated form of
the Maxwell distribution, which is a very good approximation for small Mach numbers.

2
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where w,, is the weight coefficients given as 4/9 (a¢ =0), 1/9 (¢ =1 ~ 4), and 1/36 (o = 5 ~ 8).
Macroscopic quantities such as pressure p and velocity u can be directory evaluated as,

P= P )
1
u="> gpaea, (5)
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where c; is the sound speed which is given by
C.=—. (6)

The motion of the valve leaflets obeys following equation
T=16, (7)

where T is the torque, | is the moment of inertia, and 6 is the angle of the valve leaflet. The range
of the valve leaflet angle @ is 0 to m/2.

2.3. BOUNDARY CONDITIONS

Axial velocity u at the inlet and pressure p at the outlet are given as shown in Fig. 2. Other
parameters are linearly extrapolated. No-slip conditions are assumed on the wall and valve
leaflets. The Reynolds number Re at the peak velocity in Fig. 2 corresponds to 100.

2.4. VIRTUAL FLUX METHOD

Boundary conditions are taken to expand the distribution function. In case that boundary points
are not located on the cell vertex, we apply the virtual flux method (VFM), which enables us to
estimate flow field around arbitrary body shapes properly in a Cartesian grid [3]. Figure 3 shows
an example of virtual flux boundary, where the virtual boundary point b is placed between cell
vertexes 1 and 3. When the distribution function at vertex 1 is obtained, the distribution function
at vertex 3, which includes the effect of the virtual boundary, is necessary, and vice versa. The
macroscopic quantities on the virtual boundary point b are then determined to satisfy the
boundary conditions. No-slip condition on the boundary, for example, is attained to assume zero
pressure gradient (Eq. (8)) and zero velocity (Eg. (9)) on the boundary.

b = (1+r)2p1 —r2p2
’ <1+r)2—r2
u, =0, ©)

(®)

where r is the distance between vertex 1 and virtual boundary point b. Next, the equilibrium
distribution function p,©¥ and distribution function p,, at the virtual boundary point b are obtained
through Egs. (3) and (10).

Do = P (Upspy) + (ml - pfff’)), (10)

where p,P(uy, ps) is the equilibrium distribution function, whose macroscopic quantities u, and
pp satisfy the boundary condition. The distribution function p,, at the vertex 3 is then estimated to
extrapolate that at the virtual boundary point b.

pa,b _(l_r)pal
. )

pa3 = (11)
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Figure 2. Axial velocity u and pressure p. Figure 3. Virtual boundary.

3. RESULTS AND DISCUSSION

The pressure distribution around the aortic valve leaflets is shown in Fig. 4. The aortic valves
open due to pressure gradient and the blood flows toward the aorta. Vortices are obviously
confirmed in the sinus of Valsalva, which are considered to help the aortic valves to close. We
successfully reproduced the movements of the aortic valve leaflets during cardiac cycle by the
virtual flux method.

pressure p [mmHg] flow
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Figure 4. Pressure distribution and velocity vectors around the aortic valve leaflets.
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SUMMARY
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ventricle, heart failure

1 INTRODUCTION

A functioning heart is a prerequisite for human life. It consists of 4 chambers, the two atria and
two ventricles. The left ventricle (LV) pumps the oxygenated blood coming from the lungs into
the whole body. Our research interest lies in developing a good and reliable model of the LV
based on our knowledge in numerical analysis and high performance computing, in cooperation
with medical expertise, aiming for a better understanding of cardiac function.

We model the blood flow in the left ventricle by a finite element method with a geometrical model
based on ultrasound measurements during the four basic stages of the cardiac cycle; isovolumet-
ric relaxation, diastole (filling), isovolumetric contraction and systole(emptying). The goal is to
develop a model that can address clinical hypothesis about heart failure and its treatment. The
simulations are based on the open source software Dolfin and Unicorn [2] which are part of the
FENICS platform.

2 MAIN BODY

2.1 The model

In our approach, blood flow in the LV is driven by the prescribed movement of the inner wall
and the pressure difference between ventricular pressure and the exterior pressure in the aorta
and atrium respectively, when the valves are open. For this purpose, the inner wall of the LV is
sampled from one healthy person in different scan planes by ultrasound imaging and saved as data
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Figure 1: Left ventricle Pressure-Volume diagram

in form of a set of surface meshes [1]. Hermite interpolation is applied to interpolate the boundary
movement, and the volume mesh is updated by Laplacian smoothing. The cardiac cycle in our
model lasts for a period of 1.124 seconds, and is as a first step divided into the two basic stages of
diastole and systole, see Fig.1 (DA) and (BC).

The two stages are modeled by prescribing boundary conditions at marked regions on the surface
of the model of the LV, representing the mitral valve and the aortic valve. At the open valves the
pressure is set to zero and at the closed valves a no-slip boundary condition is applied so that the
blood has the same velocity as the wall. The calculation is started shortly before the systole and
the initial velocity is set to zero. Thus the simulation has to be run over several cycles to get a flow
simulation independent of the initial conditions.

At the moment we are working with modelling the full cardiac cycle with its four stages, including
the isovolumetric relaxation (CD) and isovolumetric contraction (AB). With the heart cycle we are
able to recreate the full pressure-volume diagram. Differences compared to the reduced model
will be studied, and the model of the full heart cycle will also be validated against experimental
data.

2.2 Discretization

Our mathematical approach to describe the blood velocity is the incompressible Navier-Stokes
equations formulated as an Arbitrary Lagrangian-Eulerian method (ALE) taking into consider-
ation that the boundary is moving. We choose a standard stabilized cG(1)cG(1) finite element
method [3] with piecewise continuous linear trial functions in time and space, and test functions
piecewise constant in time. The heart model is based on software components suitable for high
performance parallel computing [4], and development is now under way to port the model onto
high performance computer architectures.

2.3 Evaluation of the model

To validate the model, simulations were performed on a three times uniformly refined mesh, where
we compare the velocity profile to available medical data. We find that the form of the velocity
profiles at the inflow and outflow matches well with medical data from ultra sound measurements
although the amplitude of the velocity differs in this very crude model (see Fig.2 and 3). The
second phase in the outflow profile which can’t be observed clinically is a result of not including
the valves and a sample volume at some distance from the outflow.

A first test application of our model was to study heart failure characterized by a dilated heart. We
modified the geometry in such a way that the stroke volume is retained and we examined the ef-
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Figure 2:Flow Velocity at the inflow for a healthy heart.
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Figure 3:Flow Velocity at the outflow for a healthy heart.

fects of this state on the blood flow pattern. The results in Fig.4 are gained from a ventricle where
the volume was enlarged by a scale of 1.5 in x and y direction (but not in the length direction
z). We find a significant difference in flow patterns, with in particular a large region of stagnating
flow near the apex in the dilated heart, which in clinical medicine is associated with risk of clot
formation.

3 CONCLUSIONS

Based on ultrasound measurements and the Navier Stokes equations discretized by a standard finite
element method we were able to simulate the blood flow in the left ventricle. In our simulation the
movement of the inner wall is interpolated with boundary positions measured in ultrasound mea-
surements which makes it possible to render a realistic representation of the real heartbeat. Future
work will be forward on enhancing the model geometrically and numerically. We have started to
build a platform with research groups in human-computer interaction, to develop a multi-model
interface, including haptic interaction. To secure, develop and make our model applicable the dis-
cussions, dialogue, feedbacks and inputs from physicians are of high importance, and we are in
contact with medical researchers and clinical doctors from thedJdréversity and the Karolin-

ska Institutet.

182



(a) Velocity in a healthy heart (b) Velocity in a dilated heart

Figure 4:Velocity at time t=0.6s.
REFERENCES

References

[1] Matthias Aechtner. Arbitrary lagrangian-eulerian finite element modelling of the human heart.
http://www.nada.kth.se/utbildning/grukth/exjobb/rapportlistor/2009/rapporter09/aechma¢thias0902

[2] FENICS.Fenics projecthtt p: / / www. f eni cspr oj ect . or g, 2003.

[3] Johan Hoffman and Claes Johnsd@domputational Turbulent Incompressible Flow: Applied
Mathematics Body and Soul Vol 4. Springer-Verlag Publishing, 2006.

[4] Niclas Jansson, Johan Hoffman, and Johan Jansson. Parallel Adaptive FEM
CFD. Technical Report KTH-CTL-4008, Computational Technology Laboratory, 2010.
http://www.publ.kth.se/trita/ctl-4/008/.

183



2nd International Conference on Mathematical and ComputtBiomedical Engineering - CMBE2011
March 30 - April 1, 2011, Washington D.C, USA
P. Nithiarasu and R. Lohner (Eds.)

RUNNING HAEMODYNAMIC SIMULATIONS ON GPUS

Rainald L ohner*, Andrew Corrigan**, Fernando Camelli, Fernando Mut* and Juan
Cebral*
* CFD Center, Dept. of Computational and Data Science
M.S. 6A2, College of Sciences, George Mason University
Fairfax, VA 22030-4444, USA
** Center for Reactive Flow & Dynamical Systems
Laboratory for Computational Physics and Fluid Dynamics
Naval Research Laboratory, Washington, DC 20375, USA

SUMMARY

Haemodynamic calculations are carried out on GPUs. Speedups in the range of 1:3-1:4 are
achieved.

Key Words: GPU, CFD, blood flow, aneurysm.

1 INTRODUCTION

Over the last years, graphics processing units (GPUs) have increased tremendously in perfor-
mance, and continue to do so at a much faster pace than CPUs. As an example, the latest Fermi
architecture from The NVIDIA Tesla C2050 now achieves more than 0.5 Teraflops of peak double-
precision performance with a peak memory bandwidth of 144 GB/s. The consumer-market ori-
ented GeForce GTX 480 achieves more than 1.25 Teraflops of peak single-precision performance
with a peak memory bandwidth of 177.4 GB/s [Nvi1l0,Nvi09]. Furthermoe, the appearance of
general-purpose programming interfaces such as CUDA [Nvi1l0] and OpenCL [Khr09] have made
them accessible to scientific computing applications. It is therefore not surprising that running
computational fluid dynamics (CFD) simulations on GPUs has received considerable attention re-
cently, mainly for aerodynamic applications [Owe0Q7, Bra08, Leg08, Coh09, Cor09, Jac09, Jes09,
G0d09, Koc09, Phi09, Ant10, Aso10, Corl0, Kam10].

Given that most medical visualization devices have, at their core, powerful graphical processing
units (GPUs), and that almost any PC or laptop today has at least one powerful GPU, it is ob-
vious that running CPU-intensive applications, such as haemodynamic [Ceb02, Ceb05, Mut10]
and aelodynamic (i.e. fluid dynamics) simulations on GPUs offers an extremely attractive way to
increase turnaround times without having to migrate the applications to off-side supercomuting
centers.

2 FEFLO-TO-GPU

The starting point for the endeavour followed here was FEFLO, typical adaptive, edge-based finite
element code for the solution of compressible and incompressible flow. It consists (like so many

184



so-called legacy codes) of nearly one million lines of prinyaFibrtran 77 code, and is optimized
for many types of parallel architectures.

While GPUs offer high performance, arbitrary code cannot simply be recompiled and expected
to run efficiently on GPUs. Instead GPUs require that code be re-written using interfaces such as
CUDA [Nvi10] or OpenCL [Khr09]. While writing new code in CUDA or OpenCL is not intrin-
sically difficult, the manual translation of a code on the scale of FEFLO necessarily introduces a
large number of bugs, and would involve an overwhelming amount of tedious work. There are
more than 10,000 parallel loops in FEFLO to be translated. Translating loops is actually relatively
simple compared to handling the intricate bookkeeping required to properly track arrays across
the subroutine call graph in order to ensure their consistent placement into either the GPU or CPU
memory space, deducing sub-array semantics, and correctly calling data transfer subroutines when
necessary. Just translating the code in its current state would be a formidable task. Furthermore,
FEFLO remains under continuous development, and therefore a manual approach would result in
a perpetual translation process and necessitate the creation of two separate codebases.

Another issue is that of choosing the right interface to access GPU hardware. CUDA has the
disadvantage of being proprietary, while OpenCL is an open standard. However CUDA is more
mature and has extensive C++ support. Both of these factors have contributed to the availability
of libraries such as Thrust [Hob09], which are used extensively in the GPU version of FEFLO.
A similar library, with such a breadth of generic, data parallel algorithms, does not appear to be
available for OpenCL. In addition, even if a GPU code is written in OpenCL, it still needs to be
optimized to satisfy the performance requirements of different hardware. Therefore, an approach
is needed which can be rapidly adapted to new combinations of hardware and software.

Due to these issues, an automatic translator is used in this work, which avoids most issues plaguing
manual translation, and is flexible enough to satisfy future hardware and software requirements.
Automatic approaches often compromise on performance, which contradicts the ultimate purpose
of porting codes such as FEFLO to GPUs. That is not the case here, since the translator was
specialized to generate the same code that would be written via a manual translation. As a result,
the purpose of this script is not to automatically parallelize any arbitrary code, or even translate
any arbitrary OpenMP-parallelized code. Rather its purpose is to enable the main developers of
FEFLO to continue development in Fortran, with certain additional necessary restrictions. Most
of the script, however, is general-purpose, and as a side benefit, it is entirely conceivable that this
translator could be adapted to also translate other codes automatically by adapting to the coding
style used.

In summary, the resulting translator is just a few thousand lines of Python code, which automati-
cally:

- Converts simple OpenMP loops to CUDA kernels, with support for arbitrary reduction op-
erations;

- Exposes finer-grained parallelism in coarse-grained OpenMP loops using FEFLO-specific
logic;

- Detects GPU arrays and enforces consistency across the subroutine call graph;
- Tracks physical array sizes of subarrays across subroutine calls;
- Uses a transposed array layout appropriate for meeting coalescing requirements;

- Handles GPU array 1/0 and memory transfer;
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- Allows ‘difficult’ subroutines to be ignored and left on the CRd overridden with custom
implementations, usually based on Thrust [Hob09]; and

- Integrates with pure CPU code, including MPI code.

A more detailed description of the translator may be found in [Cor10].

3 AN EXAMPLE

This example considers the laminar steady flow in an aneurysm. The incompressible Navier-
Stokes equations are solved using an explicit integrator for the advection terms, implicit integration
of the viscous terms, and a projection technique for pressure increments [Loh06, Loh08]. There-
fore, a large portion of the compute time is consumed by the diagonally preconditioned conjugate
solvers of the velocity and pressure increments. Figure 1 shows a typical result obtained.

presswe
0.000e+00
5.128e+01
-1.026e+02

-1.538e+02

[ Pyou

Figure 1 Aneurysm

Thetiming studies were carried out with the following set of parameters: Incompressible Navier-
Stokes, Advection: RK3, Roe, nlimi=2, Pressure: Poisson (Projection, DPCG), Steady State,
Local Timestepping, 0.5 Mels, Run for 200 Steps

‘ nelem ‘ CPU/GPU‘ mvecl \Time [sec]\

0.5 Mels| Xeoni7 (1)| 32 352
0.5Mels| GTX 285 | 12,600 114

Table 1: Aneurysm
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SUMMARY
In this study, a 3D finite element based simulation program incorporating the propagation of
excitation and excitation-contraction coupling mechanisms developed by us was modified to
reproduce the more realistic ventricular wall structure. FE model of LV consists of six layers of
muscle bundles and the fiber direction of the inner-most layer was longitudinal. Although the
detailed modeling did not influence the global pump function of the LV appreciably, we could
successfully identify the functional significance of longitudinal fibers as pointed out by clinical
observations. Furthermore, we also changed the heart structure drastically to elucidate the
functional significance of the fiber structure. The results suggest that the double-helical structure the
heart has developed through the evolutionary process can be an optimal design for a blood pump.

Key Words: computer modeling, fluid-structure interaction analysis, blood flow, hemodynamics,
biomechanics.

1. INTRODUCTION

It is well recognized that computational science is now becoming an indispensable disciplines for
understanding the complex scenario of living systems resulting from the dynamic interactions
among proteins, cells and organs. In this filed, the heart is a challenging target for the researchers
because modeling of this organ requires the integration of multi-physics and multi-level phenomena
and many investigators have tried to simulate the various aspect of cardiac function under both
normal and diseased conditions. We have already reported a fluid-structure analysis of the left
ventricle based on the propagation of excitation in the wall and the excitation-contraction coupling
mechanism in each cardiac cell [1]. In this simulation, the ventricular wall was divided into six
layers from endocardial (the inner-most layer facing the cavity) to epicardial (the outer-most layer
facing outside), the fiber orientations of which were varied from —60 to 60 degrees. Although
experimental studies unanimously showed a continuous change in fiber direction from endocardial
to epicardial layer, there is some discrepancy in result about the inner-most layer. Streeter et al.(2)-
(3) reported that the fiber orientation ranges from — 60 (endocardial layer) to 60 degrees (epicardial
layer). But some researchers claimed the functional significance of the inner-most fibers running
almost longitudinally (-90 degrees)(4). This fiber population, mainly consisting of trabeculae,
constitutes only a small portion of the entire ventricular wall, but its functional role has attracted the
interest of cardiac physiologists and clinicians. Reduction of ventricular cavity volume during
ejection is brought about not only by the shortening of the minor axis but also, although to a lesser
degree, by the shortening of the long axis. In normal hearts, the long axis shortening begins during
the isovolumic contraction period to make the ventricle more spherical. Because myocardial

188



excitation spreads from the endocardial layer to epicardial layer, this initial shortening in the long
axis may be caused by the endocardial longitudinal fibers. On the other hand, as most diseased
process including ischemia insults the endocardial layer first, impairment of the long axis
shortening is suggested to serve as an initial sign of global cardiac dysfunction. However, as the
obliquely running fibers incorporated in our previous model did reproduce the long axis shortening,
the relationship between the pump function of the left ventricle and its fiber structure in the wall
needs more detailed analysis from both medical and mechanical points of view.

Accordingly, the purpose of this study was two-fold. First, by modifying the fiber
structure in the ventricular wall including the inner-most one running longitudinally, the effect of
detailed modeling on the predictability and accuracy of the simulation were examined based on the
comparison with the clinical data reported in the literature. Second, by varying the fiber structure
(orientation) of ventricular wall in multiple combinations, we tried to gain an insight into the
significance of heart structure on its pump function. The results clearly indicated that 1) the detailed
modeling is surely helpful in accurately reproducing the clinical observation, and 2) the double-
helical structure the heart has developed through the evolutionary process is close to optimal design
for a blood pump.

2. METHODS

The present simulation is based on the finite element method (FEM). The model of the left ventricle
consists of 9792 elements divided into 6 layers from the endocardium to the epicardium (see Fig. 1).
The fiber orientations of the model were -90, -60, -30, 0, 30 and 60 degrees respectively. Hereafter
this model is referred as 6-layered model or physiological model. To compare the effect of the fiber
structure, we constructed hearts with various fiber angle among those including the physiological
model: 1) single layer with various fiber angle, e.g. the fiber orientations of single-layered 30
degree model were 30, -30, -30, -30, -30 and -30 degrees respectively, 2) two layers also with
various angles, e.g. the fiber orientations of two-layered 30 degree model were —30, -30, -30, 30, 30
and 30 degrees respectively. Also made was the six-layered model without the fiber direction of
inner-most layer running longitudinally, i.e., the fiber orientations of this model were —60, -30, 0, 0,
30 and 60 degrees respectively. In response to electrical stimulation applied to the endocardium,
the excitation propagates towards the epicardium to induce the contraction/relaxation cycle of each
element, representing the myocytes. In this simulation, the FitzHugh-Nagumo (FHN) model was
coupled with the monodomain propagation model to reproduce the excitation and its propagation in
the ventricular wall tissue. Upon excitation, a series of sub-cellular events lead to a transient
increase in intracellular calcium concentration [Ca?*], which in turn controls the interaction of the
contractile proteins, actin and myosin, (cross-bridge kinetics) resulting in the development of a
force. To describe the dynamic relationship between [Ca?*] and cross-bridge kinetics, a four-state
model proposed by Peterson et al. was employed. To connect the membrane depolarization (FHN)
model and the four-state model for E-C coupling, an FHN model was used to give a trigger (timing)
for the phasic change in Ca?* ion concentration (Ca®*-transient). To characterize the properties of
cardiac muscles, we adopted the Lin-Yin model, which is based on hyperelastic material theory, for
the constitutive equation. In this model, the strain energy potential (W) is divided into two
components, a passive (Wpass), and an active (W,e;) component. As the E-C coupling model provides
active force (F) of the muscles depending on the calculated population of the attached cross-bridges,
we can consider the coefficients for the active components in the Lin-Yin model to be a function of
F, whereas those for the passive components are constant. Because we did not model the
conduction system, we applied the stimulation signal to all the elements on the endocardial surface
to initiate the excitation.

3. RESULTS
Figure 2(a) shows the length change in long axis direction of 6-layered model (-90, -60, -30, 0, 30
and 60 degrees) and 3-layered model (-60, —60, 0, 0, 60 and 60 degrees). The results obtained by
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the two models look similar, but reveals important difference as follows. In the very beginning of
contraction (0 to 0.1 sec), 6-layered model (100%) showed an abrupt shortening followed by a
smaller gradient interval (0.1 to 0.15 sec), whereas 3-layered model shortens monotonously
throughout this phase. In addition, when the performance of the inner-most layer was reduced, the
shortening of the 6-layered model (60%) virtually disappeared thus showing clear contrast to the 3-
layered model in which long axis shortening takes place similarly to the control. Recently, tissue-
Doppler technique is widely applied in clinical cardiology to report an important finding about the
shape change in long axis of the LV; the velocity of mitral ring in the long axis direction during
systole (equivalent to the time-derivative of long axis length) consists of two distinct peaks and the
first one decreases its amplitude at the early stage of heart disease when global ejection fraction is
well maintained. The abrupt shortening in our 6-layered model coincides with this first peak of
Doppler signals and accurately reproduced the clinical observation. Time derivative of the
ventricular pressure (dP/dt) is often used as an index of cardiac contractility and reaches its peak
during the isovolumic contraction phase when only the inner layer is activated. In both 6- and 3-
layerd models, the reduction in performance of the inner-most layer decreased the maximum dP/dt
by about 20%.

Figure 2(b) shows the series of P-V loops produced by models with various fiber structures.
Most of the 1-layered models showed severely impaired pump function except for the 0 degree one
in which all the fibers run circumferentially. In contrast, the functions of 2-layered models are better
than physiological model (6-layered with longitudinal fiber) except for the 60 degree one. As is
easily expected, 1-layered model twist greatly in one direction showing clear contrast to the 2-
layered model and physiological model which rotates in both directions during the cardiac cycle.
Despite their high degree of torsional deformation, most of 1-layered models show poor pump
function. In addition, judging from the fact that 1-layer (0 degree) model with virtually no rotation
can achieve very good pump function, twisting motion of the ventricle is not an important factor for
ejection of blood. The length change in long axis is dependent on the angle rather than the number
of layers. In general, the models with larger angles relative to the equatorial plane tend to shorten
more. Only exception is the 1 layer (0 degree) model which lengthens greatly. We also note that
length change in long axis did not correlate with the global pump function.

4. CONCLUSIONS

To analyze the left ventricular pump function, the comprehensive simulation program was
developed. Using the FE model of LV whose ventricular wall is divided into six layers with the
fiber direction of inner-most layer running longitudinally, we could successfully reproduced the
initial abrupt shortening of long axis. Furthermore, through the analyses of various kinds of the
heart structure, we could reveal the functional significance of the fiber structure. The results show
that the double-helical structure the heart has developed through the evolutionary process is close to
optimal design for a blood pump.
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Figure 1. Diagram of the macroscopic model.
FEM meshes for solid (ventricular wall with its fiber direction) and fluid (blood) elements are
shown with electrical analogs of the after-load (systemic arterial tree) and pre-load (pulmonary
circulation with active left atrium). Ry, characteristic impedance; Ry; peripheral resistance; C,
capacitance; Py, pulmonary source pressure; Ry, source resistance; Cp, pulmonary venous

capacitance; Rp, pulmonary resistance; Lp, pulmonary inertance; Ray, atrioventricular resistance; Lay,
atrioventricular inertance; E_, time-varying elastance of the left atrium. Red arrow: inflow angle of
the physiological model. Blue arrow: inflow angle of the non-physiological model.
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SUMMARY

In a previous paper we show how a HPC platform, such as Cell/B.E., could be used to simulate
electrophysiology models that include diffusion and non-linear terms. In the present work we
make one step further in the research for performance by using an NVIDIA GPUs to solve the
same problem, paying attention to the differences in development effort and performance when
compared to the other HPC platforms. Our simulator uses a Finite Differences method explicitly
advanced in time, using a first order stencil. By means of a performance-driven desing process,
we have developed a simulator that includes several techniques to improve the memory access and
the arithmetics involved in the simulation. Thus, we have enhanced the efficiency of the overall
simulation to a maximum.

Key Words: Computational Electrophysiology, Excitable Media, High Performance Computing,
NVIDIA GPU

1 INTRODUCTION

Even considering that Graphical Processor Units were developed in the ’70s, only in the past
decade they are facing a golden age. Despite of its design as a pure graphics processors, their
potential to be used as computing accelerators for commodity processors has arised. Nonetheless,
with the aparition of first NVIDIA’s CUDA release (2007), scientific computing has experienced
an speed-up of one order of magnitude order. Taking into account that a 1 Teraflop GPU can be
less than €300.00, almost everybody is able to have a small supercomputer to boost its research
with a humble investment. Furthermore, CUDA design allows the developer to work without the
need of having in mind the specific GPU architecture he is programing for. Following their phi-
losophy, if more computational power is needed it is enough to change the GPU, without making
any changes (at most recompiling) to the code.

After having seen how fast the accelerator market is evolving, we have designed a modular soft-
ware platform able to incorporate any new number crunching machine that appeared. Hence, only
the accelerator parts must be rewritten, while reusing all the common parts, that are not optimized
and run in any general purpouse processor.

2 HPC ELECTROPHYSIOLOGY

In this paper, the Physiological model of the excitable media is based on the Hodgkin-Huxley
theory. As a first approach, we implemented the FitzHugh - Nagumo (FHN) [1] model,
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where C,,, and S, are constants of the model, the membrane capacitance (uF ¢m™2) and the
surface to volume ratio respectively. The total membrane ionic current is ;o (A cm™=2). In this
model, to the ionic current definition, a gate potential W equation is added:

Lion = ca1d(p—c3)(p—1)+coW

ow

- = —yW). 2
5t e(p—W) @
W is called recovery potential. Constants c1, co and c3 define the shape of the propagation wave
and ¢ and y control the recovery potential evolution.

The numerical discretization used for implementing the stated equations, is based on the Finite
Differences Method (FDM) [2], explicitly advanced in time. The presented scheme is a proof of
concept, based on the following points:

e The computational domain is a paralelepipedal structured mesh.

e The Physiological model is simple: the FHN.

e The model does not includes fiber orientation information.
The pseudo-code shown in Algorithm 1, implement the equations using FDM. The body of the
algorithm is a loop in time that applies the equations for each and every point in the input potential
model (lines 1 and 2). For each point, the algorithm computes the laplacian (Equation 1), which is
the most time consuming part of the algorithm due to the low operation/memory access ratio. This

situation encourage us to optimize the laplacian calculation in order to get the maximum efficiency
from the algorithm.

Potential propagation

input: model, spatial and time discretization, source
output: potential field

1: for all time steps do

2 for all model points do
3 compute the laplacian
4 compute the free term
5: do time integration
6 compute the coupled equation
7 end for
8: end for

Figure 1: The potential propagation algorithm

Our focus in this work is to map Algorithm 1 on an NVIDIA GTX280, that, without being a high-
end GPU system (compared to Tesla and Fermi), has a considerable 1 TFlop peak performance
and a bandwidth of 142 GBytes/s from GPU to GPU memory. As we show in our last work [3],
our algorithm is memory bounded. Because of the memory characteristics of our accelerator, we
have reached an application performance of 101.3 Gflops (10.85 % of the peak).
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Figure 2: Tesla unified graphics and computing architecture of a GeForce GTX 280 or Tesla C1060
GPU with 240 SP functional units, organized in 30 SM multi-threaded multi-processors. Each SM
can handle up to 768 concurrent threads; the GPU executes up to 30,720 concurrent threads [4]

Figure 2 show the general GPU architecture for NVIDIA GTX 280. It is important to remark
that modern 3D graphics processing units (GPUs) are designed to take advantage of the data-
parallel characteristics found in image generation algorithms. They contain hundreds of functional
units that can operate in parallel when accessing different data elements (SM in figure 2). The
computing power of these devices easily exceeds that of general purpose multi-core CPUs. Thus,
some GPU manufacturers like ATI and NVIDIA have generalized the design of the processors to
allow them execute general purpose programs using C-like programming languages.

3 CONCLUSIONS

The current work presents the FHN equations implemented on an NVIDIA GTX280. Today we
have obtained 101.3 Gflops using a FD numerical scheme. Consequently, we can run simula-
tions of sizes that we could only imagine some years ago. In the future we want to enhance the
complexity of the model while mantaining the performance.
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SUMMARY

The clinical application of image-based computational fluid dynamics models of blood flows in
cerebral aneurysms requires efficient incompressible flow solvers for the following purposes: a)
quick analysis of aneurysmal flow patterns for risk evaluation and treatment planning, b) analysis
of large complex problems involving endovascular devices, and c) study of large numbers of
cases for statistical analysis. This paper summarizes different strategies recently incorporated to
our flow solver that allow us to reduce the computational time of hemodynamics calculations.

Key Words: cerebral aneurysm, hemodynamics, high performance computing.

1. INTRODUCTION

Over the past decade a variety of techniques have been developed and used to compute blood
flows in a wide range of biomedical applications. These include explicit and implicit schemes for
incompressible flows, embedded and immersed boundary methods, adaptive and moving meshes,
volume of fluid methods, and fluid-structure interaction. Implementation of these techniques on
different high performance computing hardware and architectures is important for both clinical
and basic science studies. The purpose of this paper is to describe a number of strategies for
accelerating numerical simulations of blood flows in realistic arterial geometries of different
complexities, and to illustrate the speedups obtained in a variety of patient-specific cerebral
aneurysm models.

2. METHODS

The following strategies and techniques have been adopted to improve the speed of

incompressible flow solvers and in particular for their application to hemodynamics:

o Efficient Solution Schemes [1]: implicit flow solvers, edge-based finite element formulations
and renumbering algorithms to reduce bandwidth and indirect addressing.

o Deflated preconditioned conjugate gradients algorithm (DPCGA) [2]: to accelerate the
convergence of the pressure Poisson equation in elongated or tubular domains.

o Parallelization for shared memory computers [3]: implementation in OpenMP, coloring
algorithms to avoid memory contingencies and dirty cache lines.

o Parallelization for distributed memory computers [3]: implementation in MPI, mesh splitting
algorithms for minimization of communications and load balancing (coded in OpenMP),
assembly of result files, immersed/embedded and moving grids techniques, parallel DPCGA.

e Graphic Processor Units (GPUSs) [4]: code translation using python scripts (possible due to
uniform style coding), gradual porting of code parts, renumbering strategies to minimize
transfers to/from main memory access.
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3. RESULTS
Deflated Conjugate Gradients Algorithm

The first set of examples shows the increased speed of hemodynamic calculations in patient-
specific arterial and aneurysmal models using the preconditioned deflated conjugate gradients
algorithm to accelerate the convergence of the pressure Poisson equation in the pressure
projection algorithm for incompressible flows. This approach takes advantage of the tubular or
elongated nature of the vascular domains to build groups of elements along the vessels and
eliminate the largest eigenmodes of the pressure equation and accelerate the convergence. The
results show that this technique yields speedups between 3 to 5 with respect to the normal
conjugate gradients algorithm running on a single processor (see Figure 1).

Timmings

Relative CPU Time Reduction

Brain

Figure 1: Time reductions of blood flow calculations in cerebral arteries and aneurysms using a DPCGA
for the pressure Poisson equation. The frames show (left to right) domain subdivision into groups along
vessels, pressure and WSS distributions, and CPU time reductions relative to the normal CGA.

Parallel Hemodynamic Calculations

This example shows parallel calculations of the steady blood flow in a patient-specific aneurysm
model after implantation of a flow diverting stent. This case was run with an implicit finite
element solver that uses an LU-SGS algorithm for the advection operator and the preconditioned
deflated conjugate gradients algorithm described before for the pressure equation as well as an
immersed boundary technique to model the stent wires. All these algorithms work in parallel
using OpenMP for shared memory computers and MPI for distributed memory architectures. In
order to obtain a mesh convergent result, the computational grid was adaptively refined a number
of times around the stent wires. The resulting grids with different levels of refinement had 14M,
64M and 128M elements. Speedups obtained with the 64M element mesh running in parallel on a
Silicon Graphics ICE computer are presented in Figure 2. The first point in the speedup curve
corresponds to a shared memory run using OpenMP on 4 processors on the same computer. These
results demonstrate good speedups of this combination of algorithms for up to 256 processors.

Graphic Processors

The last example illustrates the calculation of the hemodynamics in a cerebral aneurysm on a
GPU. In order to fit the problem on a relatively small graphic card, the geometry of the parent
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artery was simplified and the corresponding mesh consisted only in about 500K elements. In this
case, the steady flow solution was obtained using an explicit finite element scheme. The reduction
of the compute and elapsed times obtained are presented in Figure 3.

Figure 2: Example of speedups obtained in the parallel calculation of the blood flow in a stented aneurysm
model using an implicit finite element solver and immersed boundary method to model the stent wires. Left
to right: vascular model, implanted stent, WSS distribution, speedup curves using MP1 up to 256 processors.
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Figure 3: Reduction of the execution times obtained in the calculation of the steady blood flow in a simple
aneurysm model (approximately 500K element mesh) using the graphic processor. Left to right: mesh,
pressure distribution, CPU and elapsed times.

4. CONCLUSIONS

A variety of strategies for accelerating the computation of blood flows in realistic vascular
geometries have been described and illustrated with representative examples. Some of the
strategies were specifically designed to accelerate vascular hemodynamic simulations, while
others were designed to accelerate the numerical solution of incompressible flow equations in
general. These techniques and their combination are important for making larger more complex
problems practical, for large throughput studies involving many simulations, and for
implementing simulation tools for routine clinical use.
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PROPOSAL

In the cardiovascular numerical simulation community, the fluid volume meshes are often based on
the lumen surface triangulation and composed of unstructured isotropic tetrahedral meshes. Most of
the time, a mesh sensitivity analysis is undertaken with different isotropic meshes with a grid refine-
ment factor using for example the Grid Convergence Index (GCI) method. This mesh convergence
study is mostly performed on fluid quantities such as flow rate, velocity or pressure while the dis-
cussions and conclusions of the blood flow simulations (performed on the converged mesh) are often
driven by analysis of derived quantities such as wall shear stresses (WSS). Those derived quantities
however do not converge with the same rate as the velocity and pressure do and hence might not be
captured accurately with the chosen mesh. Moreover, they might show spurious fluctuations for fully
unstructured meshes. In order to capture those WSS while keeping for efficiency purposes a reason-
able number of mesh elements, it is desirable to build a CFD boundary layer mesh by extruding the
lumen surface mesh in the inward direction.

As far as the vascular wall mesh is concerned, most of the numerical studies create the wall mesh by
extruding the lumen surface mesh in the outward direction with either a constant wall thickness or a
thickness proportional to the local lumen radius. One of the major problems with surface extrusion
is that in case of vascular geometries with small angles between the arterial branches, the extruded
surfaces may have intersecting triangles.

This work presents two meshing algorithms for cardiovascular simulations implemented in the open
source mesh generator Gmsh. The first algorithm is a surface remeshing method based on a finite
element harmonic parametrization [1, 2] and the second is volume meshing algorithm with a robust
mesh boundary layer generation technique. We present mesh quality statistics for cardiovascular
meshes generated with the presented algorithms. Finally simulation results are given that provide
information about the mesh requirements for cardiovascular simulations. In particular, we aim at
studying the effects of the mesh resolution upon the simulations in order to find the best trade-off
between simulation accuracy and speed.
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SUMMARY

The development of cardiovascular biomechanics has increased the need for high-fidelity
geometric model construction from volumetric imaging data. Although there have been
tremendous progresses in the area of surface reconstruction and 3D geometric modeling, it still
remains a challenging process to generate desirable models in various application projects. In
this talk, I will present meshing challenges in biomedical applications, as well as details of our
octree-based meshing algorithms to extract adaptive and quality 2D/3D finite element meshes for
patient-specific cardiovascular systems, conforming to boundaries defined as level sets of a scalar
function in the domain. A meshing software package named LBIE-Mesher (Level Set Boundary
Interior and Exterior Mesher) has been developed. Besides piecewise-linear element meshes, a
skeleton-based sweeping method was developed to construct hexahedral solid NURBS and cubic
Hermite from imaging data. Furthermore, I will also talk about one novel method we recently
developed to convert any unstructured quadrilateral meshes into T-Spline surfaces. The
constructed solid NURBS have been successfully used in isogeometric analysis of arterial blood
flow, and the constructed cubic Hermite models have been used in electronic activity analysis of
the human heart.

Key Words: Geometric modeling, mesh generation, cardiovascular system, NURBS, T-Spline,
Cubic Hermite.
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SUMMARY

Mesh generation is a critical step in image-based computational fluid dynamic investigation of
vascular districts. While structured hexahedral meshes are known to be superior to unstructured
meshes for CFD/FEA simulations, their use has been very limited due to the complex and non-
automated generation procedure. We propose a new meshing strategy to generate structured
conformal hexahedral meshes inside a realistic vascular lumen by combining synthetic
descriptors of vascular topology (centerlines and radii of the maximal inscribed spheres) available
in vmtk with powerful geometrical tools implemented in pyFormex, both open source software
packages. The final volume mesh closely matches the original surface and can be classified as
optimal following usual cell-quality metrics, thus suitable for accurate CFD applications.

Key Words: mesh, hexahedral, computational fluid dynamics (CFD), artery, pyFormex.

1. INTRODUCTION

Accessing high temporal and spatial resolution flow data in vascular districts of a patient is
becoming reality thanks to the image-based computational fluid dynamics. This approach requires
a number of serial steps: medical imaging (CT, MRI, US) and flow measurements at the
boundaries of the region of interest, vessel geometry segmentation, computational mesh
generation, integration of the Navier-Stokes equations, and post-processing to extract the indices
of interest. Among the others, the mesh generation is a critical issue, mainly because the
geometry is not build in a bottom-up process (like in manufacturing industry), but appears all
together in its complexity after the segmentation. Automatic meshing schemes are widely
preferred in patient-specific CFD, typically using unstructured tetrahedral meshes with near-wall
prismatic layer, while structured hexahedral meshes are rarely adopted. In a recent study we have
compared the performance of unstructured and structured meshes in solving the flow equations
with a commercial software (Fluent, Ansys) in a coronary artery district and, as expected, we
found that unstructured meshes needed much higher resolution than structured meshes to reach
mesh independency, with higher computational costs (computational time and memory).
Interestingly, the wall shear stress (WSS, a differential quantity) did plateau with structured
meshes but did not exhibit a clear converging trend with unstructured meshes [1]. Other sources
support such a difference in performance, and attribute it to the high numerical diffusion errors
associated with unstructured meshes [2]. As mainly differential quantities (e.g. TAWSS, OSI) are
of interest in vascular domains, the CFD results need to have high accuracy. Thus, meshing the
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volume domain with hexahedral cells would not only simplify the computational side but also
improve the reliability of the calculated values.

In this paper, we present a novel structured hexahedral meshing methodology suitable for
vascular districts, which has been implemented in pyFormex, a python-based open-source
software under development at Ghent University dedicated to create and to handle large
geometrical models [E1].

2. METHODS

A vascular surface (generally in a stereolithography format, STL) needs to be subdivided into
simpler domains suitable for structured meshing. Thus, a different strategy is adopted for
no/single bifurcating vessels (sweeping case, which represent a simplified case), and for generally
branched vessels (mapping case).

2.1 Sweeping case - Single bifurcating vessels (e.g. carotid artery) can be oriented on a plane
parallel to the bifurcation axis, which allows drawing some 2D lines around the vessels. Such
lines can be used to guide a number of cutting planes which slice the vessel in semi-circular
sections aligned longitudinally along the three branches. Then, a sweeping operation can be
performed to generate a volume mesh [Figure 1-top].

>

Figure 1: Meshing of a carotid artery by means of three sweeping operations. Top: subdivision of
the bifurcation into three branches, which are then sliced into semi-circular sections. Bottom:
conformal structured hexahedral mesh of the carotid lumen.
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2.2 Mapping case - For more complex districts, such as mice and human aorta, synthetic
descriptors of the vascular topology, like centerlines and radii of the maximal inscribed spheres,
are needed. An open-source software package (i.e. the “vascular modelling toolkit, vmik”, E2)
provides automated generation of these descriptors (Figure 2-left). Centerlines and radii can be
imported in pyFormex in order to design a series of blocks around the vessel surface, including
regions of branching (bif-, tri- or n-furcations, Figure 2-center). In each of these blocks, it is
trivial to generate a structured hexahedral mesh and its resolution can be adapted parametrically.
Projecting the mesh nodes of the lateral surface of these blocks on the vessel surface provides a
one-to-one correspondence between block surface (source) and vessel surface (target). The
source-to-target correspondence can be then used to map the volume mesh of each block inside
the vessel lumen, by means of an isoparametric transformation. A human aorta is shown as
example and the equiangle skew [1] and the scaled Jacobian at all cell nodes [3] are taken as
metrics of mesh quality (optimal values are 0 for the equiangle skew and one for the scaled
Jacobian ).

Figure 2: Meshing of a human aorta. Left: centerlines coloured by radius (vmtk). Center: series of
blocks around the vessel surface (pyFormex). Right: lumen mesh, with real domain (red)
separated from flow extensions (green). The equiangle skew is in average 0.21 and max 0.77; the
scaled Jacobian is 0.90 on average, and the minimal value is 0.23.
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3. RESULT AND DISCUSSION

3.1 Sweeping case - A carotid artery can be meshed using a Graphical User Interface in a matter
of seconds [4, E3]. The mild stenosis present on the ICA does not produce distortion of the cells,
as the cross-sections still resemble a nearly circumferential contour (Figure 1-bottom).

3.2 Mapping case -The cells of the aortic computational domain can be divided into two groups,
in order to separate the real flow domain from the flow extensions (added with vmtk to apply
correct boundary conditions), so that the post-processing can be performed only on the real
domain (Figure 2-right). The elements are finer near the wall, to provide higher accuracy for
near-wall quantities, and are globally aligned with the flow. Average equiangle skew is below
0.25, which is classified as optimal [E4] and the scaled Jacobian in all cells is positive (valid
cells) and higher than 0.2 [3].

4. FUTURE WORK

Current development is aiming at conformal refinement of hexahedral meshes and generation of
vessel wall around the lumen from image data (external wall surface) or, alternatively, from
anatomical scaling data (variable wall thickness as percentage of lumen radius).
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SUMMARY

We discuss a methodology developed to produce high-order subject-specific computational flow
simulations of the three-dimensional flow of blood within the rabbit arterial system.

A very detailed geometrical description of the arterial tree is obtained from high-resolution CT
scan data of a resin corrosion cast. Standard segmentation techniques are then used to produce a
triangulation of the vessel surface, which is subsequently smoothed to improve mesh quality. This
triangulation is used to generate a volume mesh of straight-sided elements.

The curvilinear mesh required for the high-order incompressible solver Nektar++ is generated by
projecting the additional nodes onto a piecewise smooth high-order representation of the surface
which is obtained via interpolation of spherigon patches.

Finally, we will present flow simulations obtained for this geometry and briefly discuss the effect
of geometry on the distribution of wall shear stresses (WSS) for flows at Reynolds numbers of 50,
300 and 1300.

Key Words: p-meshing, subject-specific reconstruction, high-order flow simulation.

1 Introduction

Subject-specific computational flow simulations of the three-dimensional flow of blood within the
rabbit arterial system are useful to characterise flow patterns, to determine the spatial distribution
of wall shear stresses (WSS) to and analyse the effect geometrical features on the distribution of
atheroesclerosis.

Atherosclerosis is known to occur in a spatially non-uniform fashion within the arterial system that
might correlate with the WSS patterns. The distribution of vascular wall shear stress (WSS) has
been shown to depend strongly on subject-specific geometric features [1]. Therefore, generating
a detailed and faithful computational definition of the vascular geometry is necessary in order to
accurately model blood flow within the arterial system. Here, blood flow is modelled in a highly
realistic representation of the rabbit aorta using the high-order flow solver Nektar++. This will
require the generation of high-order meshes for the geometry of the aortic arch from a set of CT
images. This procedure is described in the following.

2 Geometrical definition

A corrosion cast of a male New Zealand White rabbit aged 18 months and weighing 3.25 kg was
obtained in accordance with the protocols described in [2] and it is shown in Fig. 1. The cast was
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scanned at a resolution of 55.2um using a micro-CT scanner from which 2000 x 2000 x 2000
voxels of DICOM data were obtained. The image resolution is such that 100 voxels span the root
of the aorta.

Figure 1: Cast of the main arteries of the arterial tree of a male New Zealand White rabbit.

An intensity iso-surface was segmented from the micro-CT scan data using Amira (Visage Imag-
ing, Inc.). Further processing was carried out using the open-source software VMTK (www.vmtk.org).
Firstly the surface was cropped in order to remove unwanted arteries and bound the computational
domain. Then flow extensions were extruded form each outflow vessel to allow the imposition of
boundary conditions sufficiently far from the domain of interest. Finally, the surface was smoothed

to remove any artifacts introduced during the scan and segmentation process whilst preserving all
small-scale geometrical features.

Images of the final surface definition are shown in Fig. 2. Note that the geometry includes the
vessels emanating from the aortic arch, followed to at least their second branching generation, and
five pair of intercostal arteries.

(a) (b)
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Figure 2: Views of the reconstructed aortic geometry: (a) global view of the geometry, (b) enlarge-
ment near the carotid artery; and (c) enlargement of the descending thoracic aorta showing some
of the intercostal arteries.
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3 High-order mesh generation

The high-order continuous Galerkin finite element method Nektar++ [3] is used to simulate the
flow of blood as a Newtonian incompressible fluid. This requires that the computational domain
is subdivided into elements, within which the solution is represented by a high-order polynomial
expansion [4].

A mesh of straight-sided elements was generated first as follows. An initial surface triangulation
was constructed with Gambit 2.4.6 (ANSYS, Inc). The size of the elements was based on the
curvature of the surface definition, such that smaller elements were position in areas of greater
curvature. The volume mesh was generated with Tgrid 4.0.24 (ANSYS, Inc). A prismatic bound-
ary layer of variable thickness (based on the curvature) was defined first. An interior mesh of
linear tetrahedral elements was then generated.

Subsequently, to generate a high-order mesh, the external faces of the prismatic boundary elements
were curved using spherigon patches [5] following the approach described in [6]. The resulting
volume mesh shown in Fig. 3 contains 25,498 prismatic and 79,847 tetrahedral elements (i.e.

105,345 elements in total).
(b)
()

(a) (d)

Figure 3: High-order mesh containing 25,498 prismatic and 79,847 tetrahedral elements. Note
that only the (curved) edges of the high-order elements are shown. The images show: (a) whole
computational mesh, (b) an enlargement of the mesh at the quadfurcation of the left subclavian
artery, (c) an axial section of the descending aorta, and (d) four intercostal arteries.
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4 High-order flow solution

The flow of blood in the aortic arch is modelled using the steady-state incompressible Navier-
Stokes equations for a Newtonian flow. The numerical simulation is performed using the high-
order solver Nektar++ [3] that employs a spatial discretization of finite elements with spectral
basis and a fractional step integration in time.

An inflow boundary condition is imposed at the root of the aorta where a flat velocity profile is
assumed. Three values of inflow velocity magnitude were considered that led to values of the
Reynolds’ number, Re, of 50, 300 and 1300. Outflow boundary conditions were set to achieve a
flow rate split consistent with Murrays law. The motion of the wall was neglected in the simula-
tions.

A p-convergence analysis established that adequate accuracy could be obtained using a 5th order
polynomial expansion to represent the flow solution. The results obtained on the high-order mesh
(Fig. 3) with p = 5 are shown in Fig. 4. The computed WSS distribution in the descending aorta
depends significantly on Re. For a given vascular geometry, the skewness of the axial velocity
dictate the location of the low and high WSS streaks, and hence the macroscale WSS distribution.
In particular, an increase in Reynolds number is associate with enhanced swirling of the blood
flow, resulting in greater rotation of the axial velocity (and hence the WSS streaks) about the
streamwise axis. The distribution of these streaks matches well the distribution described in [7].

32
28
23
1.8
1.4
09
0.5
0.0

(a) (b) (c)

Figure 4: Colour maps of WSS (dynes/cm?) at the proximal descending thoracic aorta, viewed
dorsal-ventral: (a) Re=50, (b) Re=300, and (c) Re=1300.

S CONCLUSIONS

A high-order continuous Galerkin finite element method has been used to simulate steady Newto-
nian blood flow within a realistic representation of the rabbit aortic arch and descending thoracic
aorta, which was assumed to have rigid and stationary walls.
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The computed distribution of endothelial WSS in the region near the inter-costal arteries was found
to exhibit a distribution very similar to the lesion patterns in the proximal thoracic aorta in mature
rabbits reported in [7]. This result certainly suggests that blood flow, and in particular WSS, plays
a significant role in regulating the onset of the disease. However, further computational work is
required to confirm such an effect of geometrical features on blood flow.
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SUMMARY

Surface and volume mesh generation techniques are presented for subject-specific medical ge-
ometries. The applications of interest are hemodynamics in blood vessels and air flow in upper
human respiratory systems. The methods described are designed to minimize distortion to a given
domain boundary. They are also designed to generate a triangular surface mesh first and then
volumetric tetrahedrons with high quality surface and volume elements. A simple procedure to
generate boundary layer mesh is also presented. The methods described here are semi-automatic
in nature due to the fact that the geometries are complex and full automation of the procedures is
possible only if high quality scan can be obtained.

Key Words: mesh generation, surface mesh cosmetics, Marching Cubes.

1 INTRODUCTION

Subject-specific numerical modelling of blood and air flow through arteries and respiratory sys-
tems includes several stages: (a) Segmentation of 3D scans; (b) Generation of a 3D mesh (both
surface and volume) with a smooth surface that is as close to the original geometry as possible; (c)
Numerical flow solution.

The performance of a solution scheme depends significantly on the mesh quality: the elements
should be of proper size, quality and shape. In this work, we concentrate on the second stage in
which mesh generation and relevant cosmetics are carried out. We apply a combination of some
standard methods and their improvements.

At present, powerful mesh generation methods (surface and volume) exist for traditional engineer-
ing applications such as aerospace and process engineering when the object boundaries can be
defined and described analytically or piecewise analytically (for example, by the NURBS patch
method). In subject-specific biomedical geometries, the surfaces are not well-defined and analyti-
cal description is not easy.

Hence, generation of mesh in such objects needs different approaches (mainly in generating the
surface mesh). In extending standard methods to medical applications, the surface is divided by
pathes first and NURBS approximation [1] or harmonic mapping technique [2] is then applied for
every patch.

Here we develop a meshing approach in which the surface is not divided into patches. This method
is based on surface preserving mesh cosmetics applied to the surface mesh.
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2 OBTAINING AN INITIAL MESH

Result of segmentation in most the cases is represented as a binary image. Then the simplest way to
build a consistent surface mesh is the Marching Cube (MC) method. If the boundary of segmented
object is represented by a smooth level set function (changing its sign at the boundary) then the
Advanced Marching Cube method [3] can be applied. The Advanced MC gives a smoother mesh
that the standard MC method.

If the object geometry is complicated, containing many parts and passages of lengthscales compa-
rable to the voxel size (for example, nasal cavity, system of small blood vessels, lungs, etc.), then
the mesh can contain many nodes and/or edges belonging simultaneously to different parts of the
mesh. If such nodes or edges are rare and separated from each other, it is handled by some simple
correction methods: for example, to remove all elements containing a node or an edge belonging
to different parts of the mesh and triangulate the formed gaps. If many such edges are connected,
then an artificial increase of resolution of the image can help: the binary entries are interpolated
onto a finer grid which is double of original size. This gives a smoother level set function field
with values that include fractions. Then the mesh built by the advanced MC method contains much
smaller number of such edges and nodes and therefore can be easily “healed”.

3 CROPPING THE OBJECT

When dealing with modelling blood flow or air flow through subject-specific geometries, the pa-
tient scans are often not clean and may contain much larger domain than that is required. It is
also currently not possible to segment the human arteries or airways down to smallest capillaries
or the tiniest bronchi and alveoli. In such cases, it is necessary to crop the geometry to specify
boundary conditions at the inlets and outlets of blood vessels or airways. It is easy to crop the
image to a required size but the inlets and exits may not be orthogonal to the inlet or exit axis. The
slanted inlet and exit thus obtained can cause difficulties in imposing boundary condition during
the numerical simulation. Thus, it is important to crop objects at the required locations and as
orthogonal as possible to the anticipated flow direction.

In cropping an object, a useful stage is skeletonisation which preserves the object topology. It is
easy to indicate a point on a skeleton line (for example by mouse) or develop automatic method
determining such point: to set a certain distance along the blood vessel axis from a blood vessel
bifurcation, stenosis, aneurysm, and other peculiarity.

The skeletonisation consists of following stages: (i) voxel thinning, (ii) skeleton line analyzing,
(iii) skeleton line smoothing.

The direction of cropping plane is set by a tangent to a smoothed skeleton line. A procedure
is developed to correct this direction in case of complicated geometry of the blood vessel or air
passage in the vicinity of the cropping point.

After determination of cropping planes for every inlet/outlet (set by a point on a skeleton line
and the direction), the initial surface mesh is trimmed, and an unclosed mesh is obtained. For
cosmetics purposes, it is necessary to triangulate the open inlet/outlets by a plane mesh.

Note that after cropping, we obtain different sort of mesh faces: wall faces and inlet/outlet faces.
Edge containing both sort of faces is a ridge edge and its endpoints are ridges points.
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4 SURFACE MESH COSMETICS

The mesh obtained by the marching cube method is not smooth; always contains a number of ill-
shaped elements(triangles with the small aspect ratio); and the triangular element size is usually
smaller or larger than that required for flow solution scheme. Therefore, the mesh needs some
mesh cosmetics which improves the quality of the mesh. There are essentially three procedures
used here to improve the mesh quality: (i) Mesh smoothing; (ii) Edge swapping; (iii) Edge. split-
ting/contraction.

(i) During the mesh smoothing, the points are moved along the surface in order to enhance quality
of surface triangles without changing the mesh topology. Here Taubin smoothing is used [4] to
minimize distortion of the surface. Note, that the Taubin smoothing protects very well the shape
of ball-like objects, but too many iteration steps can modify essentially the surface of cylinder-like
objects such as blood vessels. Also, it can easily make dramatic changes to the mesh in vicinity
of saddle points formed in a bifurcation of blood vessels or airways if not carried out carefully.
Therefore the number of smoothing steps should be minimized. In smoothing the initial mesh, it
is useful to restrict displacement of the nodes from their initial positions by half of the voxel size.
At inlet/outlet the Laplace smoothing can be applied. The most care is needed for the ridge nodes.

(i) We apply the topology based edge swapping [5]. Then, the beneficial effect on the mesh
triangle quality appears after the smoothing procedure. In this procedure the cumulative difference
of the nodal index from the perfect value of 6 is minimized. Slightly different procedure is used
for the so-called near ridge edges. Ridge edges should never be swapped.

(iii) If the mesh contains a significant number of very short or/and very long edges and the average
edge length is not sufficiently close to some predefined reference length as required by the numer-
ical integration scheme, then edge splitting and contraction [6] are very useful procedures. After
every splitting or contraction of edges, edge swapping and then the Taubin smoothing are locally
applied. Note that after splitting or contraction a new point appears and this new part should be
located on the surface. A simple method is derived for determining the position of this new point.

In complicated geometries such as a nasal cavity, where width of the air passages is comparable
to the scan resolution, the noise in the scans may result in a significant number of narrow tunnels
in the initial mesh. This sponge-like geometry need special care as a contraction of some edges
can make the mesh inconsistent. Methods of removing such narrow tunnels, caused by noise, are
developed.

S BUILDING VOLUMETRIC MESH

To resolve the viscous boundary layer in flow studies, a special structure of the near-wall volu-
metric mesh is required. The elements built in the direction of inward normal to the wall should
be essentially smaller than the element size in the inner volume of a domain. The short edge of
a near-boundary tetrahedra should be directed normal to the wall. Special procedure of building
the boundary layer tetrahedron mesh is developed. The thickness of the boundary layer mesh is
adjusted to the local diameter of the blood vessel or to the width of air passage.

To generate a volumetric mesh in the inner domain, we use an in-house developed code [7] based
on a Delaunay triangulation to insert the points to generate a 3D volume mesh of tetrahedrons.
Subsequently, 3D mesh cosmetics based on 3D swapping, and smoothing is applied. As men-
tioned, the quality of the 3D mesh depends on the quality of the surface mesh. In all carotid
arteries that we have reconstructed so far, the smallest tetrahedral aspect ratio for a specific geom-
etry lies between 0.01 and 0.1.
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Left: Nasal part of the upper airways. Right: Carotid with triangulated outlets
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SUMMARY

In this article, an innovative procedure to create high quality triangular meshes from medical
scans is proposed. The approach is based on an enhanced Marching Tetrahedra algorithm that
extracts a consistent multiple region surface mesh from a labelled volume data set; coupled with a
surface reconstruction method to avoid typical staircase artifacts. Mesh smoothing and decimation
algorithms are also revised to conform to the multiple material nature of the system as well as to
adhere to the underlying volume data. The proposed method is well suited for subsequent volume
mesh generation and finite element simulations.

Key Words. Biomechanics, Mesh Generation, Finite Element Method.

1 INTRODUCTION

The finite element (FE) method is commonly used in biomedicalieions for the simulation of

the behaviour of biological structures. A key component in FE simulation is the creation of a finite
element mesh. In medical applications, the meshes should be directly generated from the medical
scans. Moreover, biological structures are usually composed of several inner regions that need to
be separately segmented, labelled and meshed to be able to apply different material properties in
the finite element model. The mesh is generally created in two steps. First, the boundaries of the
labelled regions are extracted as a set of triangular meshes. Then this multiple region surface mesh
is extended to the third dimension using one or another volume mesh generator [10].

This article addresses the problem of surface mesh generation from a multi-valued volume data
set. Following properties are guaranteed:

e The generated mesh consists of a set of non manifold triangle meshes that separate each
connected component in the labelled data set. These interface meshes join each other con-
sistently along their boundaries, i.e., no T junctions nor gaps may appeatr.

e The surface mesh is a geometrically accurate representation of the data represented in the
medical scans. However, it is not be tainted by the typical aliasing and staircase artifacts
that are due to the discrete nature of the voxels.

2 APPROACH OVERVIEW

The problem of generating a multi-domain mesh from labelletistas been addressed several
times in the literature [3,6,8,10]. The simplest methods generalize the Marching Cubes algorithm
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to domains containing several regions [11]. However, these approaches are often confounded by
ambiguity problems and inconsistent meshes. Solutions to these ambiguity problems have been
proposed in [1,9]. An alternative solution is to use the Marching Tetrahedra algorithm instead of
the Marching Cubes [5]. In the Marching Tetrahedra algorithm, the binary input data set is divided
into tetrahedra, and each tetrahedron is processed in turn. Depending on the voxel values evaluated
at its vertices, a triangulation approximating the boundary surface of the segmented region in the
tetrahedron is created. This simplest algorithm may be generalised to a multi-label data set by
defining new triangulation patterns [7]. These new triangulation patterns give the polygonalisation
of a tetrahedron when its vertices are located in three or four distinct material regions. This multi-
material Marching Tetrahedra algorithm is well adapted to the generation of meshes from images
containing many labels, as the computation time does not depend on the number of labels present
in the image. However, since the meshes are directly generated from the segmented data, they are
tainted with aliasing or staircase artifacts [3]. Mesh smoothing approaches may eventually be used
to suppress the ridges in the mesh. However, these approaches cannot guarantee that the result is
an accurate representation of the initial volume [2].

The use of a surface reconstruction method prior to mesh generation is the best way to avoid alias-
ing artifacts whilst preserving geometric accuracy. The problem of reconstructing a continuous
3D implicit model from a set of points in the Euclidean space has been studied by many authors
[2]. One of the first implicit reconstruction methods has been proposed by Hoppe [6]: a signed
distance function is obtained from a set of unorganized pointB%imy taking the distance to

the tangent plane evaluated at the closest input point. Other methods have then been developed
based on moving least squares, level sets, radial basis functions and finally, by using multi-level
partition of unity (MPU) models [8]. In the latter, an approximation of the distance function to the
surface is given by a set of overlapping local approximation functions that are blended together,
summing to one (partition of unity). The authors show that the MPU implicit function is a reason-
able approximation to the Euclidean distance field near the zero isosurface and that the geometric
approximation error is user-controlled and bounded. The approach is extremely well adapted to
the large data sets encountered in medical imaging as it uses a recursive octree subdivision in order
to adapt to local surface details. Hence, computational time rather depends on surface complexity
instead of image size. Developed in the context of Computer Graphics, MPU implicit models have
already been used to create a smooth closed surface from a set of parallel contours [2]. Two main
issues need to be solved to further extend this method to multi-label three-dimensional images.
First, the original algorithm only generates closed surfaces and is, a priori, not adapted to define
surfaces composed of several material domains. Second, a procedure to extract the input sets of
points and corresponding normals from a segmented volume need to be determined.

The first issue is solved by using constructive solid geometry operations to define the domain of
validity of each interface surface composing the structure. In other words, from a multi-label vol-
ume image containingy connected componentd] interface surfaces are defined, corresponding

to the N boundaries existing between two distinct labels. In opposition to the classical algorithm,
these surfaces may either be open or closed. Open surfaces are always bounded by another surface.
In the present algorithm, the information about the surfaces relative position is initially extracted
from the input volume. A property of the MPU implicit function is that, for an open set of points,

the function extends the surface at its boundaries. Thanks to this property, the intersection between
the different interface surfaces is well defined, whatever their relative angle and position are.

Each MPU function requires a set of points and corresponding normals to be extracted from the
segmented volume. In the proposed approach, boundary points are obtained for each interface
surfaces, separating two different labea;, \2], by taking each voxel; ; ;. in turn and evaluating

its neighbourhood. If voxed; ; ;. equals\, and if \; is in the neighbourhood of the voxel ; ;. then

a nav point p with the position of the voxel is added to the set of points corresponding to surface
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sn. The same neighbourhood is used to evaluate the corresporalimgai The input normals are
subsequently normalised and smoothed to augment the efficiency of the MPU approach. Also, the
input points are translated by 0.5 times the image spacing in the direction of its normal.

The use of a surface reconstruction method prior to mesh extraction inherently removes the prob-
lems of staircase artifacts in the mesh. An additional advantage is that the sampling grid used
in the polygonalisation method is decoupled from the image spacing and may thus be adjusted
according to the minimum feature size that should be preserved. However, the problem is often
the opposite: the image resolution is too low to capture all details (e.g., teeth appear attached to
each other in a classical CT of the mandible and should be separated in the FE model). In this
case, it may be useful to integrate the user’'s knowledge about the topology. This option is easily
introduced in the present algorithm.

Finally, mesh simplification and mesh smoothing algorithms are also introduced and adapted to
the multiple material nature of the system. Indeed, grid based methods as the Marching Tetra-
hedra always generate too many triangles for a given sampling resolution. In the proposed ap-
proach, a vertex decimation scheme is integrated to the mesh extraction algorithm to eliminate
unnecessary triangles directly and reduce the memory footprint of the algorithm. An enhanced
Laplacian smoothing algorithm that preserves the mesh integrity as well as its geometric accuracy
is also proposed. The method consists of a traditional Laplacian smoothing algorithm, in which
the nodes are subsequently projected at the zero level of their respective distance functions, using
the Newton-Raphson method.

3 RESULTS

The procedure has been tested on several of data sets oftiffeodality and anisotropy. In each

case, the geometric approximation erecind mesh qualityy have been measured. The ereor

is evaluated at each mesh node as its distance to the nearest input point, normalised by the image
in-plane spacing. The mesh quality is evaluated by computing the shape guigach triangle
composing the surface mesh [4].

Vertebrae Dog elbow

Femur, surface mesh
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Results indicate that more than 90% of the mesh nodes are located at a maximum of half a voxel
distance of the input points. Table [1] also shows that generated surface meshes are of good quality,
well suited for further volume mesh generation and finite element simulation.

Source #Labels #Cedls #Nodes CPUtime € q
Brain | MRI 3 390264 193812 2h36m50s 0.053 0.76
Dog elbow CT 4 127798 63819 45m30s 0.137 0.77
Vertebrae | CT 3 33720 16641 3m6s 0.196 0.75
Mandi